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Abstract. This paper contains a study of the transmission of a soliton through a slab of nonlinear
and random media. A random nonlinear Schrödinger equation is considered, where the randomness
holds in the potential and the nonlinear coefficient. Using the inverse scattering transform, we
exhibit several asymptotic behaviors corresponding to the limit when the amplitudes of the random
fluctuations go to zero and the size of the slab goes to infinity. The mass of the transmitted soliton
may tend to zero exponentially (as a function of the size of the slab) or following a power law, or else
the soliton may keep its mass, while its velocity decreases at a logarithmic rate or even more slowly.
Numerical simulations are in good agreement with the theoretical results.
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1. Introduction. This paper is concerned with the competition between ran-
domness and nonlinearity for wave propagation phenomena in the one-dimensional
case [4, 14]. As is well known, in one-dimensional linear media with random inhomo-
geneities strong localization occurs [3], which means in particular that the transmitted
intensity decays exponentially as a function of the size of the medium [15]. On the
other hand, in nonlinear media without inhomogeneities, localized wavepackets called
solitons can be generated, which propagate with constant velocities over very large
distances [17]. We study the transmission of a soliton through a slab of nonlinear and
random media. We consider the one-dimensional Schrödinger equation with cubic
nonlinearity, and we assume that inhomogeneities affect the potential and the nonlin-
ear coefficient. Kivshar et al. [12] obtained results in the case of a random medium
consisting of pure point impurities with very low density which affects only the poten-
tial. In such conditions the authors showed that there is a threshold below which the
pulses decay quickly. This fact was experimentally observed in [10]. Knapp [13] con-
sidered the case of a potential piecewise constant over intervals larger than the width
of the soliton. He developed an approximate theory based on an equivalent particle
method and compared it to direct numerical simulations. We shall consider more
general types of perturbations and proceed under a different asymptotic framework.
We actually consider the effects of small random perturbations and aim to exhibit the
possible asymptotic behaviors when the amplitudes of the random fluctuations go to
zero and the size of the slab goes to infinity.

An application may be communication in optical fibers [9], which consists of
sending binary messages at a very high rate. Indeed, a sequence of “0” and “1” can
be coded as a train of short pulses, where a “1” is represented by a pulse and a “0”
by the absence of a pulse in the corresponding arrival time slot of the train. The
success of this method is based on the fact that modern technology has succeeded
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in producing purified glass fiber with a very low level of attenuation. Unfortunately
another phenomenon appears to be a limitation to the race towards higher and higher
transmission rates. Indeed, dispersion makes wavepackets spread out. This effect
is, moreover, increased for high communication rates, since it is proportional to the
square of the time width of a pulse. However, nonlinear effects such as self-focusing
compete with dispersion. The nonlinear Schrödinger equation, which describes this
competition to a good approximation, has a special solution, the so-called soliton,
for which the nonlinear effects exactly counterbalance dispersion. It is therefore a
good candidate for the information bit in the next generation of optical fibers [8]. In
order to confirm this hope, it is relevant to study the behavior of a soliton when it
propagates through weakly perturbed media over very large distances.

The paper is organized as follows. In section 2 we review the main features of the
well-known inverse scattering transform that will be used throughout the paper. In
section 3 we present the problem of the propagation of a soliton through a random
slab. The next two sections are devoted to the analysis of the problem at hand under
the so-called adiabatic approximation. In section 6 we show the convergence of the
characteristics of the transmitted soliton, whose asymptotic behaviors are studied
in section 7. In section 8 we check a posteriori the adiabatic approximation for
consistency. Finally some numerical simulations are presented in section 9. There is
also an additional section which contains technical estimates and mixing lemmas.

2. The homogeneous nonlinear Schrödinger equation. For more detail
about the following statements and their proofs we refer to [1, 17, 18].

2.1. An introduction to the inverse scattering transform. The scattering
transform aims at studying the solutions of nonlinear partial differential equations
of the type ut = F (u) with rapidly decaying initial conditions. It can be applied
in the case where the evolution equation is equivalent to an equality between linear
operators:

∂L(u)

∂t
+ [L,A] = 0.(1)

It is based on the fact that u(t, .) can be characterized by some spectral data of the
operator L(u(t, .)). The homogeneous nonlinear Schrödinger equation (NLS)

iut + uxx + 2|u|2u = 0(2)

can be expressed in the form (1) if we set

L(u) = iP
∂

∂x
+Q(u), with P =

(
1 0
0 −1

)
and Q(u) =

(
0 u∗

−u 0

)
.

The operator A is of the type −2iP ∂2

∂x2 +C(u), with C(u)→ 0 when u→ 0, ux → 0.
The domain of L(u) is the space H1(R),

H1(R) =
{
ψ such that ψ ∈ L2(R), ψx ∈ L2(R)

}
,

which is a dense subset of the Hilbert space L2(R):

L2(R) =
{
ψ = ψ1e1 + ψ2e2, ψj ∈ L2(R)

}
, e1 =

(
1
0

)
, e2 =

(
0
1

)
equipped with the scalar product

〈ψ, φ〉 =

∫ +∞

−∞
dxψ∗1φ1(x) + ψ∗2φ2(x).
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Operator L(0). L(0) is self-adjoint. The real axis constitutes its essential spec-
trum. The eigenspace associated with the eigenvalue λ ∈ R has dimension 2 and
admits the couple

(
e1e
−iλx, e2e

iλx
)

as a base. Besides, the point spectrum of L(0) is
empty, because the nontrivial solutions of vx = iλv are not in L2(R).

Essential spectrum of the operator L(u(t = t0, .)). Let us consider the spectral
problem associated with the operator L(u) = L(0) +Q(u):

L(u(t, x))ψ(t, x) = λ(t)ψ(t, x), ψ = ψ1e1 + ψ2e2.(3)

If u(t = t0, .) ∈ L1(R), then Q(u) is L(0)-compact. As a consequence of the Weyl
theorem, the essential spectrum of L(u) is equal to the real axis. Equation (3) actually
admits two linearly independent solutions when λ is real. The so-called Jost functions
f and g are the eigenfunctions of L(u) which are associated with the real eigenvalue
λ and which satisfy the following boundary conditions:

f(x, λ)
x→+∞−→ e2e

iλx, g(x, λ)
x→−∞−→ e1e

−iλx.

If we denote by ψ̄ the vector (ψ∗2 ,−ψ∗1) associated with a vector ψ solution of (3),
then ψ̄ is a solution of Lψ̄ = λ∗ψ̄. In the case of a real eigenvalue, ψ and ψ̄ are
linearly independent and form a base of the space of the solutions of (3). It can then
be proved that the Jost functions are related by

g(x, λ) = a(λ)f̄(x, λ) + b(λ)f(x, λ), f(x, λ) = −a(λ)ḡ(x, λ) + b∗(λ)g(x, λ).(4)

Injecting the second equality into the first one, we also exhibit the following conser-
vation relation:

|a(λ)|2 + |b(λ)|2 = 1.(5)

Using (3) we get two more conservation relations which concern the norms of the Jost
functions f and g:

|f1(x, λ)|2 + |f2(x, λ)|2 = 1, |g1(x, λ)|2 + |g2(x, λ)|2 = 1.

Multiplying the first equality of (4) by the vector f̄∗, we get an explicit representation
of the coefficient a as the Wronskian of f and g:

a(λ) = g1(x, λ)f2(x, λ)− g2(x, λ)f1(x, λ).(6)

We are able to provide a more explicit representation of the Jost functions f and g.
Denoting f̃1(x, λ) = eiλxf1(x, λ) and f̃2(x, λ) = e−iλxf2(x, λ), we can find from (3)
that f̃ satisfies a system of integral equations. Besides, f̃1 can be eliminated from this
system by substitution, so that we get a closed equation for f̃2, whose solution is

f̃2(x, λ) = 1 +

∫ ∞
x

dyM(y, x, λ)

(
1 +

∫ ∞
y

dzM(z, x, λ) (...)

)
,

where M(y, x, λ) = −u∗(y)
∫ y
x
dzu(z)e2iλ(y−z). This expression holds true when

u ∈ L1, because the associated sequence absolutely converges. The function f̃1 also
admits a similar representation. Let us examine carefully the properties of f̃ . If
y 7→ |y|n|u(y)| ∈ L1, then f̃1 and f̃2 are of class Cn over the real axis. Besides, if
u ∈ L1, then f̃1 and f̃2 can be analytically continued in the upper complex half-plane
Im(λ) ≥ 0, where they have no singularity. Indeed, in view of the definition of M one
can see that the exponential term has a norm equal to e−2Imλ(y−z) (remember that
we integrate over the domain y − z > 0) which decays faster than any polynomial
term brought by the λ-derivatives.
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Point spectrum of the operator L(u(t = t0, .)). From (6) we can define an analytic
continuation of a(λ) over the upper complex half-plane. A noticeable feature then
appears. If λr is a zero of a(λ), then f and g are linearly dependent, so there exists
a coefficient ρr such that g(x, λr) = ρrf(x, λr). The corresponding eigenfunction
is bounded and decays exponentially as x → +∞ (because |f | ∼ e−Imλrx) and as
x → −∞ (because |g| ∼ e+Imλrx). Thus λr is an element of the point spectrum of
L(u). Moreover we can compute from (3) and (6) the λ-derivative of a at λ = λr:

a′(λr) = −2iρr

∫ +∞

−∞
dxf1f2(x, λr).(7)

It can be proved that the set (a(λ), b(λ), λr, ρr, a
′(λr)) characterizes the Jost functions

f and g and the solution u. The inverse transform is essentially based on the resolution
of the linear integrodifferential Gelfand–Levitan–Marchenko equation, whose entries
are constituted by the set (a, b, λr, ρr, a

′(λr)):

K1(x, y) = Φ∗(x+ y)−
∫ ∞
x

K1(x, y′′)
∫ ∞
x

Φ∗(y + y′)Φ(y′ + y′′)dy′dy′′,

K2(x, y) = −
∫ ∞
x

K∗1 (x, y′)Φ∗(y + y′)dy′,

where Φ(y) = −
∑
r

iρr
a′(λr)

eiλry +
1

2π

∫ +∞

−∞

b(λ)

a(λ)
eiλydλ.

(8)

We can get the eigenvector f from the kernel K solution of (8):

f(x, λ) = e2e
iλx +

∫ ∞
x

K(x, y)eiλydy.(9)

We then obtain u by the formula u(x) = −2iK∗1 (x, x). The study of the inverse
problem associated with the operator L(u) has not yet been completely achieved. In
particular the precise characterization of the spectral data which lead to well-defined
potentials u has not yet been completed. However, in the case where the initial
condition u0 is rapidly decaying so that it satisfies x 7→ |x|n|u0|(x) ∈ L1 for any n,
the inverse scattering can be rigorously achieved [1].

The great advantage of the method is that the evolution equations of the scatter-
ing data are uncoupled:

a(t, λ) = a(t0, λ), b(t, λ) = b(t0, λ)e−4iλ2(t−t0), ρr(t) = ρr(t0)e−4iλ2
r(t−t0).

To sum up, the scattering transform involves the following operations:

u(t0, x)
direct scatt.−→ (a, b, λr, ρr, a

′(λr)) (t0)
NLS ↓ ↓ uncoupled evolution equations

u(t, x)
inverse scatt.←− (a, b, λr, ρr, a

′(λr)) (t).

2.2. Conserved quantities. There exists an infinite number of quantities which
are preserved by the homogeneous nonlinear Schrödinger equation (2) as soon as they
are well defined [17]. They can be represented as functionals of the solution u or in
terms of the scattering data. We shall present here only two of them which are of
physical interest.
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Fig. 1. Solitons at time t = 0. The dashed lines represent the envelopes of the solitons, while
the solid lines represent the real and imaginary parts.

• The mass of the wave N =
∫ |u|2dx. Denoting n(λ) = −π−1 ln |a(λ)|2, the mass is

also given by

N =
∑
r

2i(λ∗r − λr) +

∫
n(λ)dλ.(10)

• The Hamiltonian or energy H =
∫ |ux|2 − |u|4dx, which can also be expressed as

H =
∑
r

8i

3
(λ∗r

3 − λr3) + 4

∫
λ2n(λ)dλ.(11)

2.3. Soliton. There exists a localized solution (i.e., with finite mass and energy)
of the equation (2), which is the so-called soliton solution

u0(t, x) = 2ν0

exp i
(
2µ0(x− 4µ0t) + 4(ν2

0 + µ2
0)t
)

cosh (2ν0(x− 4µ0t))
.(12)

The mass and the velocity of the soliton are, resp., N0 = 4ν0 and V0 = 4µ0. The
width of the envelope of the soliton is conversely proportional to its mass. The soliton
solution (12) is associated with the following scattering data:

a0(λ) =
λ− (µ0 + iν0)

λ− (µ0 − iν0)
, b0(λ) = 0.(13)

a0 admits a unique zero in the upper complex half-plane denoted by λ0 = µ0 + iν0.
The coefficient associated with the zero λ0 is ρ0 = i exp

(−4i(µ0 + iν0)2t
)
. Figure 1

plots two different solitons at time t = 0. Both have the same mass, and consequently
the same envelope, but they have different velocities. One can notice that, in the
case ν0 � µ0 (resp., ν0 � µ0), the soliton oscillates slowly (resp., quickly) within its
envelope.

3. The inhomogeneous problem. We consider from now on a perturbed
Schrödinger equation with a nonzero right-hand side:

iut + uxx + 2|u|2u = εR(u)(t, x).(14)



1974 JOSSELIN GARNIER

The small parameter ε ∈ (0, 1) characterizes the amplitudes of the perturbations. The
model of the perturbations is taken to be

R(u)(t, x) = V1(x)u(t, x) + V2(x)|u|2(t, x)u(t, x),

where V1 and V2 are assumed to be bounded functions with compact supports in
[0, Lε]. V1 characterizes the fluctuations of the linear potential and V2 the fluctua-
tions of the nonlinear coefficient. We shall assume that the incident wave is a soliton
incoming from the left and that V1 and V2 are stationary and ergodic random pro-
cesses. We aim to show that, for a slab of size L/ε2, the following two statements
hold true in the limit ε → 0. First, the transmitted wave consists of a soliton plus
some scattered waves. Second, the soliton dynamics for almost every realization are
described by nonrandom evolution equations, where only the Fourier transforms of
the autocorrelation functions of the random processes are coming. From the physical
point of view this fact was earlier established in [5]. The study of the asymptotic
deterministic system will exhibit several possible regimes. Two of them are stable
and attractive, the first one being characterized by a logarithmic decay of the velocity
for solitons of sufficiently large mass, and the second one by an exponential decay of
the mass for solitons of small mass. There are also intermediate regimes, where both
the mass and velocity decrease at a polynomial rate. The remainder of the paper is
devoted to the statements and proofs of these assertions.

3.1. A priori estimates. First we state a priori estimates of the solution u of
Eq. (14).

Lemma 3.1. 1. The following quantities (mass and energy) are preserved by the
perturbed Schrödinger equation (14):

Ntot =

∫
|u|2dx, Etot =

∫
|ux|2 − |u|4 + εV1(x)|u|2 +

ε

2
V2(x)|u|4dx.(15)

2. The H1-norm, the L4-norm, and the L∞-norm of u(t, .) are uniformly bounded
with respect to t ∈ R and ε ∈ (0, 1) by constants which depend only on ||V1 ||∞ and
||V2 ||∞.

Proof. On the one hand, the conservations of the mass and energy are obtained
by a usual method and are due to the fact that the functions Vj are real-valued
and do not depend on time. On the other hand, substituting the Sobolev inequality
||v || 2L∞ ≤ 2 ||v ||L2 ||vx ||L2 into the obvious estimate ||u(t, .) || 4L4 ≤ ||u(t, .) || 2L2 ||u(t, .) || 2L∞ ,
we can deduce from the mass conservation that, for any η > 0,

||u(t, .) || 4L4 ≤ N0

(
η−1N0 + η ||ux(t, .) || 2L2

)
.(16)

Besides, from the energy conservation,

||ux(t, .) || 2L2 ≤ E0 +
(

1 +
ε

2
||V2 ||∞

)
||u(t, .) || 4L4 + ε ||V1 ||∞N0.(17)

Substituting (16) into (17) and choosing η = 1
2N
−1
0

(
1 + 1

2 ||V2 ||∞
)−1

, we find that
the L2-norm of the derivative ux is uniformly bounded with respect to ε ∈ (0, 1) and
t ∈ R. Since the mass is conserved we get the estimate of the H1-norm. The Sobolev
inequality then yields the estimate of the L∞-norm and (16) provides the estimate of
the L4-norm.
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3.2. Evolutions of the scattering data. We now describe the evolutions of
the Jost coefficients a and b during the propagation through a slab contained in the
region [0, Lε]. We assume that the incident wave is a soliton with mass 4ν0 and
velocity 4µ0 incoming from the left. The initial scattering data a(t = −∞, λ) and
b(t = −∞, λ) are then simply given by (13). They satisfy the following exact equations
[11]: 

∂a(t, λ)

∂t
= −ε (a(t, λ)γ̄(t, λ) + b(t, λ)γ(t, λ)) ,

∂b(t, λ)

∂t
= −4iλ2b(t, λ) + ε (a(t, λ)γ∗(t, λ) + b(t, λ)γ̄(t, λ)) ,

(18)

where the functions γ and γ̄ are defined by

γ(t, λ) =

∫
dxR(u)∗f2

2 +R(u)f2
1 , γ̄(t, λ) =

∫
dxR(u)f1f

∗
2 −R(u)∗f∗1 f2.(19)

It thus appears that the perturbations R(u) couple the time evolution equations of
the Jost coefficients. We are looking for the final Jost coefficients a(t = +∞, λ)
and b(t = +∞, λ) and the associated wave, which will be constructed by the inverse
scattering transform.

3.3. Scales and hypotheses. We assume that the amplitudes of the fluctua-
tions are of order ε� 1, and that the perturbed slab, i.e., the support of the functions
Vj , is contained in the interval [0, L/ε2]. The functions Vj are assumed to be zero-
mean, independent, stationary, and ergodic processes under P. The independence
hypothesis permits us to omit crossed terms in the calculations, but it can be cut
without altering qualitatively the following results. The centering condition can be
cut, too. On the one hand, adding a constant potential v1 involves only a phase mod-
ulation of the soliton of the type eiv1t, which alters neither the mass nor the velocity
of the envelope of the soliton. On the other hand, if E[V2] 6= 0, then it suffices to put
this constant coefficient into the nonlinear term of the left-hand side of (14). We shall
denote in the following by F ts the σ-algebra generated by σ(Vj(x), s ≤ x ≤ t, j = 1, 2).
We shall consider that the processes Vj are not only ergodic, but also φ-mixing, i.e.,
that there exists a function t 7→ φ(t) vanishing as t→ +∞ such that

sup
s>0

{
P(B/A)− P(B), A ∈ Fs0 , B ∈ F∞s+t

} ≤ φ(t).

For technical reasons we shall assume that the function t 7→ φ(t) decays at least as
t−4. This mixing condition is sufficient to prove all the convergence results that will
be needed. However, we believe that it can be weakened and we expect the condition
φ ∈ L1/2(R+) to be optimal.

3.4. The adiabatic approximation. The adiabatic approximation consists of
assuming a priori that, while the soliton exists, its evolution and the ones of the
emitted waves do not interact. More precisely, we assume that the time evolutions
of the Jost coefficients a and b given by (18) depend only on the components of the
functions γ and γ̄ defined by (19) which are associated with the soliton. We are
first going to carry out calculations under this approximation, which will provide an
expression of the total wave u. A posteriori we shall check in section 8 for consistency
that this approximation is actually justified in the asymptotic framework ε → 0.
More precisely we shall show that the components of the functions γ and γ̄ which
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correspond to the interplay between the scattered wavepacket and the soliton, or else
which originate from the sole effect of the scattered wavepacket, can be considered as
negligible terms for the soliton evolution.

3.5. Notations. Let δ ∈ (0, 1) be real, which is designed to be small with respect
to 1, but larger than ε. We define the stopping time T εδ by

T εδ = inf
{
t, the soliton is destroyed at t/ε2 or (ν(t/ε2), µ(t/ε2))∈Dc

δ

}
,

where Dδ is the open subset of R2 given by Dδ = (δ, 1/δ) × (δ, 1/δ). We say that
the soliton is destroyed when the associated root of the Jost coefficient a no longer
exists. If t ≤ T εδ /ε2, then we denote by xs(t) the position of the center of the soliton
at time t (defined from the scattering data by (27)) and by ts(x) the inverse function,
i.e., the arrival time of the soliton in x. ν(x) (resp., µ(x)) is then a shorthand for
ν(ts(x)) (resp., µ(ts(x))). We finally introduce the stopping point Xε

δ defined by
Xε
δ/ε

2 = xs(T
ε
δ /ε

2).
Let L > 0. We denote by C0 the space C0([0, L],R2) of all the R2-valued

continuous functions equipped with the topology associated to the uniform norm.
Zl = (νl(x), µl(x))x∈[0,L] is the element of C0 defined as the unique solution of the
system of ordinary differential equations:

dZl
dx

= G(Zl), Zl(0) = (ν0, µ0).(20)

The function G belongs to C1(R2,R2) and is equal to

G(ν, µ) =

( − 1
4π

∑2
j=1

∫∞
−∞ |cj |2(ν, µ, λ)dj(k(ν, µ, λ))dλ

− 1
8π

∑2
j=1

∫∞
−∞

(
λ2

µν + ν
µ − µ

ν

)
|cj |2(ν, µ, λ)dj(k(ν, µ, λ))dλ

)
,(21)

where the functions cj are defined by
c1(ν, µ, λ) =

π

24µ3

(λ− µ+ iν)
2

cosh (π(µ2 − ν2 − λ2)/(4µν))

c2(ν, µ, λ) =
π

3× 26µ5

(λ− µ+ iν)
2 (

(λ+ µ)2 + ν2
) (
ν2 + 17µ2 − 6λµ+ λ2

)
cosh (π(µ2 − ν2 − λ2)/(4µν))

,

(22)
and the coefficients dj and k by

dj(k) = 2

∫ ∞
0

E[Vj(0)Vj(t)] cos(kt)dt, k(ν, µ, λ) =
(λ− µ)2 + ν2

µ
.(23)

In the following we shall denote by Kδ and Cδ constants which depend only on δ, but
whose values may change from line to line.

4. Jost coefficients under the adiabatic approximation. We shall first give
an accurate and useful expression of the scattering data in Proposition 4.1 then give
an estimate of connected integrals.

Proposition 4.1. Under the adiabatic approximation, if T ≤ T εδ , then the

scattering data b̄/a(t, λ) = b/a(t, λ)e4iλ2t at time T/ε2 are given by

b̄

a

(
T

ε2
, λ

)
= −iε

2∑
j=1

∫ xs(T/ε
2)

0

cj(λ, µ(x), ν(x))eiψs(x,λ)Vj(x)dx,

ψs(x, λ) = φs(x)− 2λx+ 4λ2ts(x),

(24)
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where xs(t) is the position of the center of the soliton at time t defined by (27), ts(x)
is the arrival time of the soliton at point x, φs(x) is the phase defined by (27) of the
soliton when its center is at x, and the coefficients cj are given by (22).

Proof. Under the adiabatic approximation, (18) becomes a closed stochastic sys-
tem, so that the equation which governs the evolution of the coefficient b̄/a is, for any
t ≤ T εδ /ε2 [11],

∂b̄/a

∂t
= −iεA(ν(t), µ(t), xs(t), λ)ei(φs(t)−2λxs(t)+4λ2t)

(λ− µ(t)− iν(t))
2 ,

where A is given after the change of variables x 7→ z = 2ν(t)(x−xs(t)) in the integrals
(19) by

A(ν, µ, xs, λ) =
2∑
j=1

∫ +∞

−∞
dzei(µ−λ)z/νBj(ν, µ, z, λ)Vj

( z
2ν

+ xs

)
,

Bj(ν, µ, z, λ) =

(
ν2

cosh2 z
+ (λ− µ− iν tanh z)

2

)
(2ν)2j−2

cosh2j−1 z
.

We restrict ourselves to times T ≤ T εδ , so that the L∞-norm of the Jacobian of the
change of variables t 7→ x = xs(t) is brought under control. While t ≤ T εδ /ε

2, this
function is invertible, with inverse ts(x), the arrival time at point x of the soliton.
The x-derivatives of µ, ν, φs, and ts can be estimated up to terms of order ε2 by [11]:∣∣∣∣dµdx

∣∣∣∣ ≤ Kδε
2,

∣∣∣∣dνdx
∣∣∣∣ ≤ Kδε

2,

∣∣∣∣dφsdx − µ2 + ν2

µ

∣∣∣∣ ≤ Kδε
2,

∣∣∣∣dtsdx − 1

4µ

∣∣∣∣ ≤ Kδε
2.(25)

After some standard transformations which are shown explicitly in [6], where we use
tabulated formulae [7, Formula 3.985], we establish the representation (24).

We denote by ΓεL the finite subset of the interval [0, L/ε2] defined by

ΓεL =

{
kL

ε2[| ln ε|1/2]
, k = 1, . . . , [| ln ε|1/2]

}
.

In the following a(x, λ) (resp., b(x, λ)) is a shorthand for the quantity a(ts(x), λ)
(resp., b(ts(x), λ). While x ≤ Xε

δ/ε
2, there is no ambiguity in this definition since

x 7→ ts(x) is one-to-one.
Lemma 4.2. If P is a function of class C2 with polynomial growth, then there

exists a constant Kδ such that, for any xs, y ∈ [0, L/ε2] and ε ∈ (0, 1),

E
[
|Qε(xs)|2 Ixs≤Xεδ/ε2

]
≤ Kδε

2| ln ε|2, where Qε(xs) = i

∫
b

a
(xs, λ)P (λ)e2iλydλ.

We can, moreover, insert the supremum supxs∈Γε
L

inside the expectation without
changing the estimate.

We shall state and apply many technical estimates throughout the paper. Most
of them are very similar, so we shall give the detailed proof of Lemma 4.2 in sub-
section 10.1, while we shall only sketch out the proofs of the following lemmas and
propositions.

5. Transmitted wave under the adiabatic approximation. In this section
we aim to show that the total wave is constituted on the one hand by a soliton, whose
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mass and velocity will be studied, and on the other hand by a scattered wavepacket
whose characteristics will be discussed.

Proposition 5.1. If t ≤ T εδ , neglecting the terms of higher order, the total wave
is given by the sum u(t/ε2, x) = uS(t/ε2, x) + uL(t/ε2, x), where uS is a soliton of
mass 4ν(t/ε2) and velocity 4µ(t/ε2):

uS

(
t

ε2
, x

)
= −2iν

exp i (2µ(x− xs) + φs)

cosh (2ν(x− xs)) .(26)

xs and φs are, resp., the position and the phase of the soliton at time t/ε2:

xs =
1

2ν
ln

(
1

2ν

∣∣∣∣ ρr(t/ε
2)

a′(t/ε2, λs)

∣∣∣∣) , φs = arg

(
−i ρr(t/ε

2)

a′(t/ε2, λs)

)
+ 2µxs.(27)

λs = µ(t/ε2) + iν(t/ε2) and uL admits the following expression:

uL

(
t

ε2
, x

)
=

1

iπ

∫ ∞
−∞

b

a
(λ)

(λ− µ+ iν tanh (2ν(x− xs)))2

(λ− µ+ iν)2
e2iλxdλ,

+
ν2

iπ

exp 2i (2µ(x− xs) + φs)

cosh2 (2ν(x− xs))
∫ ∞
−∞

b∗

a∗
(λ)

1

(λ− µ− iν)2
e−2iλxdλ.

(28)

uS is the soliton part of the total wave. The first component of uL represents
the scattered wavepacket, with a correction in the neighborhood of the soliton x ∼
xs(t/ε

2). The second component of uL represents the interaction between the soliton
and the scattered wavepacket, which is only noticeable in the neighborhood of the
soliton. From Lemma 4.2, we claim that the amplitude of the scattered wavepacket
is at most of order ε| ln ε|. This result is not surprising. Indeed, the support of the
scattered wavepacket lies in an interval with length of order ε−2. Since its L2-norm
is bounded by the conservation of the total mass, it is natural to find an amplitude
of order ε.

Proof. Let us fix t ≤ T εδ . We denote b̄(t/ε2, λ) = e4iλ2t/ε2b(t/ε2, λ). The function
Φ which appears in (8) is equal to the sum ΦS + ΦL with

ΦS

(
t

ε2
, x

)
=

−iρr
a′(t/ε2, λs)

eiλsx, ΦL

(
t

ε2
, x

)
=

1

2π

∫ +∞

−∞

b(t/ε2, λ)

a(t/ε2, λ)
eiλxdλ.

From Lemma 4.2, the second term ΦL(t/ε2, x) is of order ε| ln ε|. As a consequence
ΦL plays the role of a perturbation of Φ. The kernel K associated with the total wave
u(t/ε2, .) can be represented as the sum KS +KL, where

KS(x, y) =
ν exp ((ν + iµ)(x− y))

cosh (2ν(x− xs))
(

exp i (2µ(xs − x)− φs)
− exp (2ν(xs − x))

)
.

Neglecting the terms of higher order, KL1 is a solution of

KL1(x, y) +

∫ ∞
x

KL1(x, y′′)
∫ ∞
x

Φ∗S(y + y′)ΦS(y′ + y′′)dy′dy′′ = Ψ(x, y),

Ψ(x, y) = Φ∗L(x+ y)−
∫ ∞
x

KS1(x, y′′)
∫ ∞
x

(Φ∗S(y + y′)ΦL(y′ + y′′)

+Φ∗L(y + y′)ΦS(y′ + y′′)) dy′dy′′.
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The second component can be deduced from

KL2(x, y) = −
∫ ∞
x

KS
∗
1(x, y′)Φ∗L(y + y′)dy′ −

∫ ∞
x

KL
∗
1(x, y′)Φ∗S(y + y′)dy′.

After some calculations, it can be checked that

KL1(x, y) =
1

2π

∫ ∞
−∞

dλ
b∗

a∗
(λ)e−iλ(x+y) ν

2 + (µ− λ)2 + iν(λ− µ+ iν)χ−(x)

ν2 + (µ− λ)2

+
1

2π

∫ ∞
−∞

dλ
b∗

a∗
(λ)e−2iλxe(iµ+ν)(x−y)

.
iν(ν2 + (µ− λ)2)χ−(x)− ν2(λ− µ+ iν)χ−(x)2

(ν2 + (µ− λ)2)(λ− µ− iν)

+
1

2π

∫ ∞
−∞

dλ
b

a
(λ)e2iλx ν2e−iµ(3x+y−4xs)+ν(x−y)−2iφs

(λ− µ+ iν)2 cosh (2ν(x− xs))2 ,

KL2(x, y) =
1

2π

∫ ∞
−∞

dλ
b∗

a∗
(λ)e−iλ(x+y) iνe2iµ(x−xs)+iφs

(λ− µ− iν) cosh (2ν(x− xs))

− 1

2π

∫ ∞
−∞

dλ
b∗

a∗
(λ)e−2iλx ν

2eiµ(3x−y−2xs)+ν(2xs−x−y)+iφs

(λ− µ− iν)2 cosh (2ν(x− xs))2

− 1

2π

∫ ∞
−∞

dλ
b

a
(λ)e2iλxe−iµ(x+y−2xs)+ν(2xs−x−y)−iφs

.
iν(ν2 + (µ− λ)2)χ+(x) + ν2(λ− µ− iν)χ+χ−(x)

(ν2 + (µ− λ)2) (λ− µ+ iν)
,

where χ±(x) = 1±tanh (2ν(x− xs)). Following the inverse scattering method, we ob-
tain the transmitted wave by the formula u(t/ε2, x) = −2iK∗1 (x, x), which establishes
the result.

We can now focus on the Jost coefficient a and study the stability of its root in
the upper complex half-plane. Obviously this stability conditions the existence of the
corresponding soliton.

Lemma 5.2. If ξ(ε)
ε→0−→ +∞, then for any xs ∈ [0, L/ε2],

lim sup
ε→0

P

(
sup

λ∈B(δ)

∣∣∣∣a(xs, λ)− λ− λs(xs)
λ− λ∗s(xs)

∣∣∣∣ ≥ ε| ln ε|ξ(ε), xs ≤ Xε
δ

ε2

)
= 0,

where B(δ) = {λ ∈ C, Imλ ≥ δ} and λs(xs) = µ(xs) + iν(xs). We can, moreover,
insert the supremum supxs∈Γε

L
inside the probability without changing the estimate.

Proof. Let us first focus on the Jost function f . It can be written as the sum
fS + fL by (9). The term fS (resp., fL) of the expansion is associated with KS

(resp., KL). If we consider that λ belongs to the upper complex half-plane, λ1 + iλ2,
λ2 > 0, then we can find the complete expressions of fS and fL [6]. In particular
the expression of fL is of the same type as that of KL. By using Lemma 4.2 and
discussing the amplitude of the function fL, we come to the conclusion that fL can
be considered a perturbation of f of the order of ε| ln ε| uniformly with respect to
λ2 > δ. However, if λ is very close to the real axis, then a resonance appears in (9),
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so that the uniform estimate in ε| ln ε| is no more valid. We can also do the same for
the second Jost function g. Using the relation (6) which expresses the Jost coefficient
a as the Wronskian of f and g, we get the result of the lemma.

It thus appears that, in the upper complex half-plane, a remains close to the
form as(xs, λ) = (λ− λs(xs))/(λ− λ∗s(xs)). However, the coefficient a is much more
affected over the real axis. Lemma 5.2 also exhibits that the root of the Jost coefficient
a cannot disappear suddenly, in the sense that

lim sup
ε→0

P
(
Xε
δ < L and ∀xs < Xε

δ/ε
2, (ν(xs), µ(xx)) ∈ Dδ

)
= 0.(29)

Proof of (29). An obvious estimate of as shows that |as(xs, λ)| ≥ | ln ε|−1/2 for any
|λ− λs| ≥ 2ν| ln ε|−1/2. If xs ≤ Xε

δ/ε
2, then the variation of the coefficient a cannot

exceed Kδε
2∆t over the time interval [ts(xs), ts(xs) + ∆t]. Since Lemma 5.2 provides

a control of the L∞-norm of a(xs, .) − as(xs, .), this implies that, with a very high
probability, |a(ts(xs) + ∆t, λ)−as(xs, λ)| < |as(xs, λ)| for any |λ−λs| = Kδ| ln ε|−1/2

and ∆t ≤ Lε−2| ln ε|−1/2δ−1. Applying Rouché’s theorem [20, Theorem 10-43], we
get that, over the time interval [ts(xs), ts(xs) + Lε−2| ln ε|−1/2δ−1), there exists a
unique zero inside the circular disc with center at λs and radius Kδ| ln ε|−1/2. In the
case where xs + Lε−2| ln ε|−1/2 ≤ ε−2Xε

δ , the following inequality is straightforward:
ts(xs + Lε−2| ln ε|−1/2) ≤ ts(xs) + Lε−2| ln ε|−1/2δ−1. We can therefore iterate the
above argument with respect to xs ∈ ΓεL and sum over the [| ln ε|1/2] elements.

The interpretation is the following. In the asymptotic framework ε→ 0, the only
way we can have Xε

δ < L is for the coefficients of the soliton to escape the domain
Dδ. The soliton cannot be destroyed while its velocity and mass are large enough,
i.e., larger than δ. Let us now consider the λ-derivative of a(xs, .) at the point λs.
From the following lemma we can deduce that the root λs is simple.

Lemma 5.3. If ξ(ε)
ε→0−→ +∞, then for any xs ∈ [0, L/ε2],

lim sup
ε→0

P
(∣∣∣∣|a′(xs, λs)| − 1

2ν(xs)

∣∣∣∣ ≥ ε| ln ε|ξ(ε), xs ≤ Xε
δ

ε2

)
= 0.

Proof. This statement can be deduced from relation (7) and Lemma 4.2 which
provides accurate estimates of fL.

6. Convergence of the coefficients of the soliton under the adiabatic
approximation. Let us denote by ΩεL the measurable subset of Ω defined by

ΩεL =
⋃
δ>0

{ω ∈ Ω such that Xε
δ (ω) ≥ L} .

We denote by νε and µε the rescaled processes defined on ΩεL by νε(x) = ν(x/ε2)
and µε(x) = µ(x/ε2) (i.e., the coefficients of the transmitted soliton in position x/ε2)
and on ΩεL

c by νε(x) = 0 and µε(x) = 0. Zε is shorthand for the R2-valued process
(νε, µε).

Proposition 6.1. There exists a constant Kδ such that, for any η ∈ (0, 1],

lim sup
ε→0

∣∣∣E [Zε(xεη)− Zε(xε0)− (xεη − xε0)G(Zε(xε0))/Fxε0/ε20

]∣∣∣ ≤ Kδη
3/2,

where xεη = (x0 + η) ∧Xε
δ and G is given by (21).

Proof. The proof of this proposition is given in subsection 10.3.



SOLITONS IN RANDOM MEDIA 1981

Proposition 6.2. Under the adiabatic approximation, the following assertions
hold true for any L > 0.

1. lim infε→0 P (ΩεL) = 1.
2. The R2-valued process (νε(x), µε(x))x∈[0,L] converges in probability in C0 to the

R2-valued deterministic function (νl(x), µl(x))x∈[0,L] which satisfies system (20).
Proof. Let δ > 0 and denote by Zεδ the stopped process

Zεδ (x) = Zε(x ∧Xε
δ ), for every x ∈ [0, L].

Zl = (νl, µl) is the element of C0 given by (20). First, we show the tightness of Zεδ in
C0; second, we prove that there exists a unique weak limit for δ small enough.

Step 1. Proof of tightness. The tightness follows, on the one hand, from the fact
that Zεδ is uniformly bounded and, on the other hand, from (25), which imposes

|Zεδ (y)− Zεδ (x)| ≤ Kδ|y − x| for any 0 ≤ x ≤ y ≤ Xε
δ .(30)

Step 2. Proof of convergence. Approximating the integral by the corresponding
Riemann sum, we get from Proposition 6.1 that, for any function f in C2

b (R2,R) and
for any 0 ≤ x0 ≤ x1 ≤ L,

lim
ε→0

E

[
f(Zεδ (x1))− f(Zεδ (x0))−

∫ x1∧Xεδ

x0∧Xεδ
Lf(Zεδ (s))ds/Fx0/ε

2

0

]
= 0,(31)

where L = G1
∂
∂ν +G2

∂
∂µ and G is given by (21). Denoting Z̄εδ (x) = Zεδ (x)−Zl(x∧Xε

δ ),

applying (31) in the case where x0 = 0 and f(ν, µ) = exp(−ν2 − µ2), we get
that, for any x, limε→0 E

[
f(Z̄εδ (x))

]
= 1. Since f takes the value 1 only in (0, 0),

we get that, for any δ < δ(L) := infx∈[0,L]

{
νl(x), µl(x), ν−1

l (x), µ−1
l (x)

}
, we have

lim supε→0 P (Xε
δ ≤ x) = 0, which yields the first point of the proposition. Further-

more, this implies that, for any δ < δ(L), for any bounded continuous functions
h1, . . . , hn and for any 0 ≤ y1 < · · · < yn ≤ x0,

lim
ε→0

E
[
h1(Zεδ (y1)) . . . hn(Zεδ (yn))

(
f(Zεδ (x1))− f(Zεδ (x0))−

∫ x1

x0

Lf(Zεδ (s))ds

)]
= 0.

If we consider a subsequence εp such that Z
εp
δ weakly converges to some limit Zδ,

then we get [19] the following:

E
[
h1(Zδ(y1)) . . . hn(Zδ(yn))

(
f(Zδ(x1))− f(Zδ(x0))−

∫ x1

x0

Lf(Zδ(s))ds

)]
= 0,

which means that Zδ is a solution of the martingale problem associated with the
generator L. This problem admits a unique solution which is the deterministic and
continuous function Zl. This consequently yields the second statement of the propo-
sition.

7. Asymptotic behavior of the transmitted soliton. This section is de-
voted to the study of the asymptotic evolutions of the coefficients of the transmitted
soliton as a function of the macroscopic length L of the random slab, i.e., L/ε2 in the
microscopic scale. By Proposition 6.2 these evolutions are given by (20). We aim to
exhibit the relevant characteristics of this deterministic system of ordinary differential
equations.
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7.1. Limit behavior in the approximation ν0 � µ0. The system (20) can
then be simplified to a good approximation:

dν

dL
= −d1(4µ)

16

ν

µ2
− 2d2(4µ)

3

ν5

µ2
, ν(0) = ν0,

dµ

dL
= −d1(4µ)

48

ν2

µ3
+

18d2(4µ)

35

ν6

µ3
, µ(0) = µ0.

(32)

It appears that (1 − 1/3 (ν0/µ0)2)1/2 ≤ µ(L)/µ0 ≤ (1 + 54/70(ν0/µ0)2)1/2, which
means that the velocity of the soliton is almost constant during the propagation,
while the mass (equal to 4ν) decreases. Two cases can be distinguished depending on
the value of the ratio R = (32d2(4µ0))/(3d1(4µ0)).
If Rν4

0 < 1, then the coefficient ν decreases exponentially with L:

ν(L) ' ν0 exp

(
− L

L1

)
, L1 =

16µ2
0

d1(4µ0)
.

If Rν4
0 > 1, then the coefficient ν begins by decreasing as a power of L:

ν(L) ' ν0

(
1 +

L

L2

)−1/4

, L2 =
3µ2

0

8d2(4µ0)ν4
0

.

However, when ν becomes small enough, the decrease again has an exponential rate.
The crossover between the power decay and the exponential decay occurs when Rν4 '
1, i.e., when L reaches the value L3 = (Rν4

0 − 1)L2.
Remark 7.1. It can be noticed that, in the limit case ν0/µ0 → 0, the incoming

soliton can be approximated by a linear wavepacket

u0(t, x) '
∫ +∞

−∞
dkφ̂0(k)eikx−ik

2t, with φ̂0(k) =
1

2
cosh−1

(
π

4

(
k − 2µ0

ν0

))
,

whose spectrum φ̂0 is sharply peaked about the wavenumber k0 = 2µ0. Furthermore,
the spectrum of the scattered wavepacket is peaked about the wavenumber −2µ0

(there exists also a secondary peak about +2µ0 which is much weaker). These state-
ments are in agreement with the linear approximation. The localization length L1,
which can written in terms of the central wavenumber L1 = 4k2

0/d1(2k0), corresponds
to the localization length of a monochromatic wave with wavenumber k0 scattered by
a slab of linear random medium. In [2, Theorem 4.1], the authors show that in such a
situation for ε small enough, the transmission coefficient T ε satisfies with probability
one

lim
L→∞

1

L
ln |T ε|2(L) = − ε

2

L1
+O(ε3).

Remark 7.2. If the approximation ν � µ holds for the initial conditions, then it
actually holds true during the whole propagation, since the velocity is almost constant
while the mass decreases. The domain ν � µ is therefore stable.

7.2. Limit behavior in the approximation µ0 � ν0. The system (20) can
then be simplified:

dν

dL
= −π

√
2d1(ν2µ−1)

28

ν9/2

µ11/2
e−

π
2
ν
µ − π

√
2d2(ν2µ−1)

9.212

ν25/2

µ19/2
e−

π
2
ν
µ ,

dµ

dL
= −π

√
2d1(ν2µ−1)

29

ν11/2

µ13/2
e−

π
2
ν
µ − π

√
2d2(ν2µ−1)

9.213

ν27/2

µ21/2
e−

π
2
ν
µ ,

(33)
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with the initial conditions ν(0) = ν0 and µ(0) = µ0. It can be readily checked that
(1− 2(µ0/ν0)2)1/2 ≤ ν(L)/ν0 ≤ 1, which means that the mass of the soliton is almost
constant during the propagation, while the velocity of the soliton decreases. The limit
behavior for large L of the coefficient µ depends on the functions dj—more exactly, on
the high frequency behaviors of the Fourier transforms of the autocorrelation functions
of the processes Vj . For instance, if E[Vj(0)Vj(t)] = σ2

j (1− t/Tj) It≤Tj , then

lim
L→∞

µ(L)× ln(L) =
πν0

2
,

which means that the velocity decreases as the logarithm of the length. This log-
arithmic rate actually represents the maximal decay of the velocity. Whatever the
processes Vj , the terms of the right-hand sides of (33) have at least an exponential
decay of the type exp−(πν)/(2µ), which implies lim infL→∞ µ(L) × ln(L) ≥ πν0/2.
However, the decay rate may be much slower. As an example, if the autocorrela-
tion functions are E[Vj(0)Vj(t)] = σ2

j exp(−t2/T 2
j ), then the velocity decreases as the

square root of the logarithm of L:

lim
L→∞

µ(L)×
√

ln(L) =
ν2

0 max(T1, T2)

2
.

Remark 7.3. The approximation µ � ν actually holds true during the whole
propagation, since the mass is almost constant while the velocity decreases, which
shows that the domain µ� ν is stable.

7.3. Numerical integration of the asymptotic system. In the above para-
graphs, we have exhibited two domains which are stable with respect to the evolutions
of the coefficients of the transmitted soliton. We aim to show here that these regimes
are not only stable but attractive. In order to prove this statement, we are going to
solve numerically the system (20) for different values of the coefficients of the incoming
soliton, without any assumption about the ratio of µ0 to ν0. For the sake of simplicity
we choose to analyze the case where V2 ≡ 0 and V1 admits an autocorrelation function
with compact support:

E[V1(0)V1(t)] =
1

12
(1− t) It≤1.

Figures 2 and 3 plot the evolutions of the coefficients of the transmitted soliton
as functions of the length of the random slab. The mass N0 is chosen at some fixed
value for all figures, equal to 2, but the initial velocity V0 varies from 0.8 to 3.2. The
striking point is that two different behaviors are found and that they are separated
from each other by a critical value Vc of the initial velocity V0.

When V0 > Vc (Figure 2), after a transition regime where the mass decreases as
a power, the velocity reaches a stable value Vlim. This limit value is very close to the
initial value V0 when V0 � Vc. Once the velocity is stable, the mass decreases expo-
nentially with the localization length V 2

lim/d1(Vlim); this regime has been described in
subsection 7.1.

When V0 < Vc (Figure 3), after a transition regime where both the mass and ve-
locity decrease, the mass reaches a stable value Nlim, which is close to the initial mass
N0 if V0 � Vc. Once the mass is stable, the velocity decreases as (πNlim)/(2 lnL),
as described in subsection 7.2. The two small figures evidently show that the mass is
conserved over very large distances and that the decrease of the velocity is very slow.
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Fig. 2. Coefficients of the transmitted soliton, with the initial velocity V0 > Vc.
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Fig. 3. Coefficients of the transmitted soliton, with the initial velocity V0 < Vc.

Numerically the critical value Vc of the velocity which separates the two regimes
described above is found to be about 1.39 with the perturbation model and the initial
mass which have been adopted (data not shown). If we choose another model or else
a different value of the initial mass, then we find the same kinds of behaviors, but the
value of the critical velocity Vc is shifted. One can also notice that the critical point
Vc is unstable. Practically we always observe one of the limit behaviors described in
the subsections 7.1 and 7.2.

8. Accuracy of the adiabatic approximation. We aim to show in this section
that the adiabatic approximation can be a posteriori verified. This verification will
consist of proving that the scattered wavepacket which has been determined above
has actually no noticeable influence on the evolutions of the Jost coefficients a and
b. We are going to study the components which have been neglected until now and
which are related to the interplay between the soliton and the scattered wavepacket
on the one hand, and which are due to the sole effect of the scattered wavepacket on
the other hand. The functions γ (resp., γ̄) given by (19) can be split into the sum
γL + γNL (resp., γ̄L + γ̄NL), where γL (resp., γ̄L) originates from the perturbation of
the linear potential V1 and γNL (resp., γ̄NL) originates from the perturbation of the
nonlinear index of refraction V2.
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8.1. Components of the functions γNLand γ̄NL. We shall first deal with
the components associated with the functions γNL and γ̄NL. We can find two kinds of
terms. In the first kind there is a term uS or f1S which originates from the soliton in
the integrated expression (19). The presence of cosh(2ν(x− xs)) in the denominator
then involves this term localizing about the center of the soliton xs. In the second
kind, all terms u or f1 originate from the scattered wavepacket. The integrand is not
localized anymore. The so-called “degree” of a component, that is to say the number
of terms in the integrand of (19) which originate from the scattered wavepacket, then
appears to be a key parameter.

Localized components of degree 1 of the functions γNL and γ̄NL. Let us fix λ and
consider one of the components:

γA(xs) =

∫
dxV2(x)|uS |2u∗Lf2

2
S .

Substituting for uS , f2S , and uL their calculated expressions, we find that γA(xs) is
a sum of terms of the type (q ≥ 1):

ε2

∫ L/ε2

0

dxV2(x)e2iλxR1(ν(x), µ(x), λ)
tanhp(2ν(x)(x− xs))
coshq(2ν(x)(x− xs))

×
∫ xs

0

dyVj(y)

∫ +∞

−∞
dλ′R∗2c

∗
j (ν(y), µ(y), λ′)ei(−2λ′x+4λ′2ts(x))e−iψs(y,λ

′),

where ψs is given by (24) and Rj , j = 1, 2 are rational functions without any pole
over the real axis λ and uniformly bounded with respect to (µ, ν, λ) ∈ Dδ × R by
a constant which depends only on δ. We denote by Aε the integral with respect to
xs of γ∗A(xs)e

4iλ2ts(xs) over the interval [0, L/ε2). We then find, by using tabulated
formulae [7, Formula 3.512],

Aε = ε2Cp,q

∫ L/ε2

0

dxV2(x)
R∗1(ν(x), µ(x), λ)

2ν(x)
e−2iλx+4λ2ts(x)

∫ x

0

dyVj(y)ξ2(x, y),

where ξ2(x, y) =
∫ +∞
−∞ dλ′R2cj(ν(y), µ(y), λ′)ei(2λ

′x−4λ′2ts(x)+ψs(y,λ
′)) and the value of

Cp,q is given by the beta function B(p+1
2 , q2 ) [7]. A sharp study of Aε which relies on

the same kind of estimates as the proof of Lemma 4.2 then proves that [6]

lim sup
ε→0

E
[|Aε|2IΩε

L

]
= 0.

Since P(ΩεL) → 1, this yields that the influence of γA on the evolutions of the Jost
coefficients is negligible.

Localized components of higher degree of the functions γNL and γ̄NL. Let us
consider, for instance, the component

γB(xs) =

∫
dxV2(x)|uL|2u∗Sf2

2
S .

We could achieve a study similar to that of γA. However, a direct estimate is sufficient
here. Indeed, since uL is of order ε| ln ε| and the integrand inside γB is localized, γB is
of order ε2| ln ε|2. From (18), the variations of the Jost coefficients over an interval of
order 1 are of order εγ, i.e., of order ε3| ln ε|2. Since this variation is integrated over
a slab of length L/ε2, we finally get that the total variations of the Jost coefficients
due to γB are of order ε| ln ε|2, which is negligible.
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Nonlocalized components of the functions γNL and γ̄NL. One of these components
is, for instance,

γC(xs) = −
∫
dxV2(x)|uL|2uLf1

2
L.

The integrand is not localized about the center of the soliton, but is the product of
functions uL and fL which are small and are of order ε| ln ε|. Since |u|2uf1 can be
put into factor, it follows that γC is of order ε2| ln ε|4. Thus the variations of the Jost
coefficients due to this term over an interval of order 1 are of order ε3| ln ε|4, and the
total variations of the Jost coefficients are at most of order ε| ln ε|4.

Unfortunately there exists a term which does not fulfill the above conditions,

γD(xs) =

∫
dxV2(x)|uL|2u∗Lf2

2
S ,

because f2S is not localized. By using a direct estimate we find that γD is of order
ε| ln ε|3 and could have an influence of order 1 on the total variations of the Jost
coefficients. A sharp study similar to that of γA can be achieved to prove that the
influence of γD is actually small.

Conclusion. If V1 ≡ 0, which means that only the nonlinear coefficient is ran-
domly perturbed, then the adiabatic approximation is justified. Physically speaking,
the soliton emits quasi-linear waves of small amplitude ∼ ε. Since the perturbation
is of the type εV2|u|2u, its influence on the linear waves is much smaller, with a ratio
of order ε3, than the other terms of the Schrödinger equation. As a consequence the
scattered waves do not feel the perturbation V2, even on a slab of order ε−2, and
propagate as if they were in homogeneous space. Once they have been generated,
they do not affect the further evolution of the soliton. That is why the adiabatic
approximation is physically reasonable.

8.2. Components of the functions γLand γ̄L. We assume here that V1 6= 0
and we consider the components of the functions γL and γ̄L. The above analysis of the
functions γNL and γ̄NL still holds true for some of the components of γL and γ̄L, but
fails for some others. It seems that some of these components involve modifications
of order 1 of the Jost coefficients. In fact this is unavoidable. The scattered waves are
of linear type, and V1 is a perturbation of the linear potential. It is well known about
the linear Schrödinger equation with random potential of order ε that wavepackets
are affected for slabs of order ε−2 [15]. So we cannot expect to show that the scattered
wavepacket will not affect the evolutions of the Jost coefficients. However, we may
think that the adiabatic approximation still holds true in the following sense. Since
V1 is a perturbation of the linear potential, the primary effects of the components
of the functions γL and γ̄L associated with the scattered wavepacket concern only
the wavepacket itself. If such modifications do not qualitatively affect its nature, the
interplay between the scattered wavepacket and the soliton may not be affected and
may still be considered as negligible. We can therefore expect that the scattered
wavepacket has no influence on the evolution of the soliton. Nevertheless, the proof
of this assertion has not yet been completed.

Conclusion. If V1 6= 0, the adiabatic approximation is to be justified. The follow-
ing section presents numerical results which indicate that this approximation should
actually be accurate.

9. Numerical simulations. The results in the previous sections are theoreti-
cally valid in the limit case ε → 0, where the amplitudes of the perturbations go to
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zero and the length of the random slab goes to infinity. In this section we aim to show
that the asymptotic behaviors of the soliton can be observed in numerical simulations
in the case where ε is small; more precisely, smaller than any other characteristic scale
of the problem. We use a fourth-order split-step method to simulate the perturbed
nonlinear Schrödinger equation (14). This numerical algorithm provides accurate and
stable solutions to a large class of nonlinear partial differential equations [13].

Let ∆t be the elementary time step and h be the elementary space step. We
denote by

(
u0(jh)

)
j=−K,...,K−1

the initial wave solution. By induction we compute

un+1 := (u((n+ 1)∆t, jh))j=−K,...,K−1 from un := (u(n∆t, jh))j=−K,...,K−1:

first step: un+1/3 = A(∆t/2)un,
second step: un+2/3 = B(∆t)un+1/3,

third step: un+1 = A(∆t/2)un+2/3,

where A(∆t/2) is the linear operator generated by i ∂
2

∂x2 and B is simply a scalar
multiplication in the physical space by exp i

(
(2− εV2)|u|2 − εV1

)
∆t. The first and

third steps can be solved using a Fourier transform. Indeed, in Fourier space the effect
of the exponential operator A(∆t/2) is a scalar multiplication by exp−i(k2∆t/2). To
sum up, the split step algorithm involves a sequence of steps that include free-space
propagation over a half-step, then a nonlinear correction, and free-space propagation
over the final half-step. Practically, it is easy to see that the two back-to-back free-
space half-steps can be combined into a single free-space step over ∆t. The error
of the split-step algorithm comes from the splitting process, because the operators
A and B do not commute. It is well known that the method described above is
of second order [18]. However, since the NLS equation is time reversible, we can
use a standard method which transforms a second-order method into a fourth-order
method [21]. Indeed, if C(∆t)u(t, x) is a second-order approximation to u(t+ ∆t, x),
then C(α∆t)C(−β∆t)C(α∆t)u(t, x) is a fourth-order approximation to u(t+ ∆t, x),
if we take care to choose α = 1/(2− 21/3) and β = 21/3/(2− 21/3). The drawback of
this method is that we implicitly impose periodicity on the solutions because of the
Fourier transform that is used on a finite interval. We can control it by using a shifting
computational domain which is always at the center of the mass of the solution.
Moreover we shall impose boundaries of this domain that absorb outgoing waves. This
can be readily achieved by adding a complex potential which is smooth so as to reduce
reflections. We choose to substitute the complex potential V (x) = V1(x) − iVabs(x)
for the random potential V1(x):

Vabs(x) =


Vabsmax sin2

(
π

2

xl − x
xl −Xl

)
, if Xl ≤ x < xl,

0 if xl ≤ x < xr,

Vabsmax sin2

(
π

2

x− xr
Xr − xr

)
if xr ≤ x < Xr,

where Xl (resp., Xr) is the left (resp., right) end of the computational domain, and
[Xl, xl] (resp., [xr, Xr]) is the left (resp., right) absorbing slab. The energy (or Hamil-
tonian) defined by (15) is theoretically preserved by the split-step method up to the
machine accuracy in case of a truly periodic situation without absorption. The domain
that we consider is not periodic, since it shifts along the simulation and the outgoing
wave is absorbed by an imaginary potential at the boundaries of the domain. How-
ever, the size of the shifting domain is taken so that the distortion imposed by the
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Fig. 4. Envelope of the initial soliton (solid line) whose mass is N0 = 2 and velocity V0 = 1.6.
The dashed line plots the profile of one realization of the random potential εV1 with ε = 0.1.

nonperiodicity has a negligible effect. We adopt in this section the following model
for the linear random potential:

V1(x) = Al if l +X0 ≤ x < l +X0 + 1,

where (Al)l=0,...,L−1 is a sequence of independent and identically distributed variables,
which obey uniform distributions over the interval [−1/2, 1/2], and X0 is a random
variable independent of A. which also obeys a uniform distribution over [−1/2, 1/2].
The autocorrelation function of the ergodic process V1 is equal to E[V1(0)V1(t)] =
1
12 (1− t) It≤1 as in subsection 7.3. For simplicity we also take V2 ≡ 0. The integer
L which is equal to the length of the random slab will be chosen so large that we
can observe the effect of the small perturbation εV1. We measure the mass (i.e., the
L2-norm) and center of the solution during the propagation, and also the envelope
of the transmitted solution, so that we can compare them with the envelope of the
incident soliton. The mass N(n∆t) and the center C(n∆t) are computed at time n∆t
from the data (u(n∆t, jh))j=−K,...,K−1 as

N(n∆t) = h×
K−1∑
j=−K

|u(n∆t, jh)|2, C(n∆t) = h×
K−1∑
j=−K

|u(n∆t, jh)|2j/N(n∆t).

We finally deal with the set of data (C(n∆t))n in order to compute the velocity of the
solution, defined here as the time-derivative of the center. We present 10 simulations
where the initial wave at time t = 0 is a soliton with mass N0 = 2 and velocity
V0 = 1.6 centered at x = 0. In the first we simulate the homogeneous nonlinear
Schrödinger equation (2), which admits as an exact solution (12). We can therefore
check the accuracy of the numerical method, since we can see that the computed
solution maintains a very close resemblance to the initial soliton (data not shown),
while the mass and velocity are almost constant (thin solid lines of Figure 5). The
nine other simulations are carried out with nine different realizations of the random
potential with ε = 0.1 (see Figure 4). The simulated evolutions of the coefficients of
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Fig. 5. Coefficients of the transmitted soliton whose initial coefficients are N0 = 2, V0 = 1.6
with a random potential whose amplitude is ε = 0.1. The upper (resp., lower) figure is devoted to the
mass (resp., velocity). The thick solid lines represent the theoretical coefficients of the transmitted
soliton. The thin solid lines plot the simulated coefficients of the soliton when no random potential is
present. The thin dashed and dotted lines plot the simulated masses and velocities of the transmitted
solitons for nine different realizations of the random potential.

the soliton are presented in Figure 5 and compared with the theoretical evolutions
given by (20) in the scale x/ε2. It thus appears that the numerical simulations are
in very good agreement with the theoretical results. The simulated masses follow the
theoretical ones very closely. This is partly due to the fact that the split-step method
preserves the total mass

Ntot = 4ν +

∫ ∞
−∞

n(λ)dλ.(34)

This implies stability for the coefficient ν and the mass of the soliton. The results
may seem a bit less convincing when one looks at the velocity. Indeed, the split-step
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Fig. 6. Envelopes of the soliton when its center crosses different depth lines l for one of
the realizations of the random potential with an amplitude equal to ε = 0.1. The coordinate x is
normalized around the depth line l. The initial wave is a soliton with mass N0 = 2 and velocity
V0 = 1.6.

method preserves the total energy which can be expressed from (11) and (15) as

Etot = 16

(
νµ2 − ν3

3

)
+ 4

∫ ∞
−∞

λ2n(λ)dλ+

∫
εV1(x)|u|2 +

ε

2
V2(x)|u|4dx.(35)

The two last terms are negligible in the asymptotic framework ε → 0, but when
ε = 0.1, they give rise to local fluctuations of the coefficient µ and of the instanta-
neous velocity of the soliton. The velocities plotted in Figure 5 have actually been
smoothed by averaging over intervals of length ∆xave = 20. This instability could
explain the slight dispersal of the lines plotting the simulated velocities. Figure 6
plots the envelopes of the solution at different depths corresponding to one of the
simulations, which shows that the wave keeps the basic form of a soliton although
it loses some mass. In [6] more numerical simulations are presented, where we test
different values for the coefficients of the initial soliton and different models for the
random fluctuations of the linear potential V1 and the nonlinear index of refraction
V2. All these results confirm that system (20) accurately describes the transmission
of a soliton through a random slab for small perturbations and long slab length.

10. Technical estimates.

10.1. Proof of Lemma 4.2. Let us fix a function P of class C2 with polynomial
growth and a point xs ∈ [0, L∧Xε

δ/ε
2]. From Proposition 4.1 we can deduce that Qε

is equal to the sum Qε1 +Qε2:

Qεj(xs) = ε

∫ xs

0

dxVj(x)

∫
dλPj(x, λ)ei(2λ(y−x)+λ2κ(x)+φs(x)),

where κ(x) = 4(ts(x) − ts(xs)), Pj(x, λ) = P (λ)cj(ν(x), µ(x), λ) and cj(ν, µ, λ) is
given by (22). Let us fix j = 1 or 2. By ordering the terms in the exponential with
respect to their λ-powers, then centering the integral with respect to λ about the
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central value, we obtain Qεj(xs) = Qj
ε
A(xs) +Qj

ε
B(xs):

Qj
ε
A,B(xs) = ε

∫ xs

0

dxVj(x)ξjA,B(x)ei(−(x−y)2/κ(x)+φs(x)),(36)

where ξjA and ξjB are given by

ξjA(x) =

∫ +∞

−∞
dλ (Pj (x, λ+ χ(x))− Pj (x, χ(x))) eiκ(x)λ2

, ξjB(x) = C
Pj (x, χ(x))√

κ(x)
,

with χ(x) = (x − y)/κ(x) and C =
∫ +∞
−∞ dλeiλ

2

= eiπ/4
√
π. We first deal with QjA

and estimate ξjA. We write Pj(x, λ + χ) − Pj(x, χ) =
∫ λ

0
P ′j(x, s + χ)ds. Then we

exchange the order of the integrals with respect to λ and s in the expression of ξjA:

ξjA(x) =

∫ ∞
−∞

dsP ′j(x, s+ χ(x))sgn(s)
γ(|s|√|κ(x)|)√|κ(x)| , where γ(s) =

∫ +∞

s

dλeiλ
2

.

Writing P ′j(x, s+χ) =
∫ s
−∞ duP ′′j (x, u+χ) for s ≤ 0 and P ′j(x, s+χ) = − ∫∞

s
duP ′′j (x, u+

χ) for s > 0, and exchanging the integrals with respect to s and u, yields∣∣ξjA(x)
∣∣ ≤ ∫ ∞

−∞
du
|P ′′j (x, u+ χ(x))|

|κ(x)| × 2 sup
v≥0

∣∣∣∣∫ v

0

dsγ(s)

∣∣∣∣ .
A short study of the tails of the Fresnel cosine and sine establishes that the primitive
function of γ is uniformly bounded with respect to v ≥ 0 by 1 + π. Since the second
λ-derivative of Pj belongs to L1 uniformly with respect to x, we then get that there
exists a constant Kδ such that |ξjA(x)| ≤ Kδ/|κ(x)| ∼ |x − xs|−1 as |x − xs| → ∞
almost surely. Besides, ξjA is uniformly bounded since Pj belongs to L1 uniformly
with respect to x. Injecting into (36) and taking into account the fact that xs ∼ ε−2,
we get ∣∣QjεA(xs)

∣∣ ≤ Kδε| ln ε|.(37)

We aim now to estimate Qj
ε
B . We fix a real M > 0 and introduce

Qj
ε,M
B (xs) = ε

∫ xs

0

dxVj(x)ξj
M
B (x)ei(−(x−y)2/κM (x)+φMs (x)),

where

φMs (x) = φs((x−M)+) + (x− (x−M)+)(µ2 + ν2)/µ((x−M)+),

κM (x) = κ((x−M)+) + (x− (x−M)+)/µ((x−M)+),

and

ξj
M
B (x) = CPj((x− y)/κM (x), (x−M)+)/

√
|κM (x)|.

We can note that |µ((x−M)+)− µ(x)| ≤ Kδε
2M , |ν((x−M)+)− ν(x)| ≤ Kδε

2M ,
|κM (x) − κ(x)| ≤ Kδε

2M2, and |φs(x) − φMs (x)| ≤ Kδε
2M2 uniformly with respect

to x. Also taking into account the fact that ξjB and ξj
M
B decay as |x − xs|−1/2, we

then find that there exists a constant Kδ such that∣∣∣Qjε,MB (xs)−QjεB(xs)
∣∣∣ ≤ Kδε

2M2.(38)
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On the other hand, since ξj
M
B (x), φs(x −M), and κM (x) are Fx−M0 -measurable, we

can apply the mixing property of the process Vj and Lemma 10.4 to establish that

E
[∣∣∣Qjε,MB (xs)

∣∣∣2 Ixs≤Xεδ/ε2] ≤ Kδ

(
ε2| ln ε|+ φ(M)

)
,(39)

where M 7→ φ(M) is the mixing function of Vj , which decays at least as M−4.
Optimizing the sum of (37), (38), and (39) by choosing M = ε−1/2, we get the
desired result.

10.2. Estimates of the scattered wavepacket. Let us introduce the quantity
n(t/ε2, λ) := −π−1 ln |a(t/ε2, λ)|2. The spectral parameter λ is proportional to the
wavenumber k of the generated radiation: k = 2λ [17], so that n(λ) is the spectral
density of scattered mass at frequency 2λ.

Lemma 10.1. 1. Under the adiabatic approximation, if t ≤ t′ ≤ T εδ , then∣∣∣∣∣∆n(λ)− 1

π

∣∣∣∣ b̄a
(
t′

ε2
, λ

)
− b̄

a

(
t

ε2
, λ

)∣∣∣∣2
∣∣∣∣∣ ≤ 1

2π

∣∣∣∣ b̄a
(
t′

ε2
, λ

)
− b̄

a

(
t

ε2
, λ

)∣∣∣∣4 ,
where ∆n(λ) = n(t′/ε2, λ)− n(t/ε2, λ).

2. If t ≤ t′ ≤ T εδ , then there exists a constant Kδ such that the variations of the
coefficients of the soliton can be estimated by

ν

(
t′

ε2

)
− ν

(
t

ε2

)
=−1

4
∆n0,∣∣∣∣µ(t′ε2

)
−µ

(
t

ε2

)
+

1

8µν

(
t

ε2

)
∆n2 +

(
ν

8µ
− µ

8ν

)(
t

ε2

)
∆n0

∣∣∣∣≤Kδ

(
ε+ |∆n0|2 + |∆n2|2

)
,

where ∆nj =
∫+∞
−∞ λj∆n(λ)dλ for j = 0, 2.

Proof. The first point can be readily deduced from the definition of n. On the
other hand, since the total mass (34) is a conserved quantity, we can deduce the
variation of the coefficient ν. Finally the total energy Etot given by (35) is preserved,
and the last two terms of the energy (35) are of order ε, since V1 and V2 belong to
L∞ while the L2- and L4-norms of u are uniformly bounded by Lemma 3.1. Some
simple manipulations then yield the variation of the coefficient µ.

10.3. Proof of Proposition 6.1. We denote g(ν, µ, λ) = −4G1(ν, µ, λ) which is
a positive function. If x ≤ Xε

δ , then g(x/ε2, λ) is shorthand for g(ν(x/ε2), µ(x/ε2), λ).
Let us fix x0. We recall that xεη = (x0+η)∧Xε

δ . By (30) we can choose η small enough

so that |Zε(x)− Zε(xε0)| ≤ η1/2 for every x ∈ [xε0, x
ε
η]. We denote by n(xε0, x

ε
η, λ) the

density of mass scattered by the soliton over the interval [xε0/ε
2, xεη/ ε

2]. We introduce
the approximate density n̄εη(λ) defined by

n̄εη(λ) =
ε2

π

∣∣∣∣∣∣
2∑
j=1

∫ xεη/ε
2

xε0/ε
2

cj(ν(x), µ(x), λ)ei(φs(x)−2λx+4λ2ts(x))Vj(x)dx

∣∣∣∣∣∣
2

.

It will appear in the following that n̄εη(λ) is an accurate approximation of n(xε0, x
ε
η, λ).

We also introduce the auxiliary density ñεη defined by

ñεη(λ) =
ε2

π

∣∣∣∣∣∣
2∑
j=1

∫ (x0+η)/ε2

x0/ε2
c̃(x, λ)Vj(x)dx

∣∣∣∣∣∣
2

,
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where c̃(x, λ) = cj(ν̃(x), µ̃(x), λ)ei(φ̃s(x)−2λx+4λ2 t̃s(x)), ν̃(x) = ν(x ∧ xεη/ε2), µ̃(x) =

µ(x ∧ xεη/ε2), and φ̃s and t̃s are given by

dφ̃s
dx

=
µ̃2 + ν̃2

µ̃
if x ≥ xεη

ε2
, φ̃s(x) = φs(x) if x ≤ xεη

ε2
,

dt̃s
dx

=
1

4µ̃
if x ≥ xεη

ε2
, t̃s(x) = ts(x) if x ≤ xεη

ε2
.

In particular, the processes (̃.) are equal to the processes (.) while x ≤ xεη/ε
2, and

they are Fx∧x
ε
η/ε

2

0 -measurable. The proof of Proposition 6.1 requires the following
lemmas, whose proofs will be sketched. The interested reader is referred to [6] for a
complete study.

Lemma 10.2. There exists constants Kδ and Cδ > 0 such that, for any λ and
η ∈ (0, 1),∣∣∣∣E [n̄εη(λ)− ñεη(λ)/Fx

ε
η/ε

2

0

]
− (x0 + η − xεη)g(xεη/ε

2, λ)

∣∣∣∣ ≤ Kδe
−Cδλ2

ε.

Proof. This result follows from the mixing property of the process Vj and the fact

that all terms except Vj(x) are Fx
ε
η/ε

2

0 -measurable in the integrand of the integral
that defines ñεη(λ).

Lemma 10.3. There exists constants Cδ > 0 and Kδ such that, for any λ and
η ∈ (0, 1),

lim sup
ε→0

∣∣∣E [ñεη(λ)− ηg(x0/ε
2, λ)/Fx0/ε

2

0

]
Ix0≤Xεδ

∣∣∣ ≤ Kδη
2e−Cδλ

2

.

Proof. Rewriting ñεη(λ) as a double integral, denoting ν = ν(x0/ε
2), µ = µ(x0/ε

2),

ĉ(x, λ) = cj(ν, µ, λ)eik(ν,µ,λ)x, and using (25), we find that∣∣∣∣E [ñεη(λ)/Fx0/ε
2

0

]
− 2ε2

π
ReĈεη

∣∣∣∣ ≤ Kδe
−Cδλ2

η2,

Ĉεη =
2∑

i,j=1

∫ (x0+η)/ε2

x0/ε2

∫ (x0+η)/ε2

x1

E
[
ĉi(x1, λ)ĉ∗j (x2, λ)Vi(x1)Vj(x2)/Fx0/ε

2

0

]
dx2dx1.

Now applying Lemma 10.4, we get
∣∣∣Ĉεη − C̃εη∣∣∣ ≤ Kδe

−Cδλ2

, where

C̃εη =
2∑

i,j=1

∫ (x0+η)/ε2

x0/ε2

∫ (x0+η)/ε2

x1

c̃ic̃
∗
j (x, λ)E [Vi(x1)Vj(x2)] dx2dx1.

By the stationarity of the processes Vj , the difference πηg(x0/ε
2, λ) − 2ε2ReC̃εη goes

to 0 as ε→ 0. Summing these inequalities establishes the result.
We can now prove Proposition 6.1. Summing the inequalities of Lemmas 10.2

and 10.3 establishes that

lim sup
ε→0

∣∣∣E [n̄εη(λ)− (xεη − x0)g(x0/ε
2, λ)/Fx0/ε

2

0

]∣∣∣ ≤ Kδη
2e−Cδλ

2

+Kε
δ (λ),(40)

where the remainder

Kε
δ (λ) =

∣∣∣E [(x0 + η − xεη)
(
g(x0/ε

2, λ)− g(xεη/ε
2, λ)

)
/Fx0/ε

2

0

]∣∣∣
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can be bounded by

Kε
δ (λ) ≤ η sup

(ν,µ)∈Dδ,|ν′−ν|≤η
1
2 ,|µ′−µ|≤η 1

2

|g(ν′, µ′, λ)− g(ν, µ, λ)| .

Since the autocorrelation functions of the processes Vj are bounded by ||Vj || 2∞φ which
satisfies t 7→ tφ(t) ∈ L1, their Fourier transforms dj(k) have uniformly bounded
derivatives. A short study of the function (ν, µ) 7→ g(ν, µ, λ) := −4G1(ν, µ, λ) then
shows that it is of class C1, and that there exists constants Kδ and Cδ > 0 such that
the derivatives of g are uniformly bounded with respect to (ν, µ) ∈ Dδ by Kδe

−Cδλ2

.

This yields Kε
δ (λ) ≤ Kδη

3/2e−Cδλ
2

, and substituting into (40) we get

lim sup
ε→0

∣∣∣E [n̄εη(λ)− (xεη − x0)g(x0/ε
2, λ)/Fx0/ε

2

0

]
Ix0≤Xεδ

∣∣∣ ≤ Kδη
3/2e−Cδλ

2

.(41)

From Lemma 10.1 we have
∣∣n̄εη(λ)− n(xε0, x

ε
η, λ)

∣∣ ≤ Kδ|n̄εη(λ)|2. Under the adiabatic

approximation, it can be checked from (18) that we have n̄εη(λ) ≤ Kδηe
−Cδλ2

. As
a consequence we can substitute n(xε0, x

ε
η, λ) for n̄εη(λ) in the left-hand side of (41).

Application of Lemma 10.1 then completes the proof of Proposition 6.1.

10.4. Mixing lemmas. In this subsection V is assumed to be a bounded, sta-
tionary, and zero-mean process satisfying a φ-mixing condition, with φ ∈ L1/2(R+).
Throughout the paper we use Lemma IV-4 of [16] that we state here.

Lemma 10.4. For any F∞t -measurable function h(t) bounded by 1 satisfying
E[h(t)] = 0 for every t, we have, for any t ≤ τ ≤ u,∣∣E [h(τ)h(u)/F t0

]− E [h(τ)h(u)]
∣∣ ≤ 4φ(u− τ)

1
2φ(τ − t) 1

2 .

The following result is then a corollary of this lemma.
Lemma 10.5. The following limit is uniform with respect to k:

lim
ε→0

ε2E

∣∣∣∣∣
∫ (L+δL)/ε2

L/ε2
V (t)eiktdt

∣∣∣∣∣
2

/FL/ε20

 = d(k)δL,

where d(k) = 2
∫∞

0
E[V (0)V (t)] cos(kt)dt.

Proof. Writing the square modulus of the integral as a double integral and ap-
plying Lemma 10.4 readily yields the result.
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