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Abstract

This paper demonstrates the interest of a time-reversal method for the identification of source in a randomly layered medium.
An active source located inside the medium emits a pulse that is recorded on a small time-reversal mirror. The wave is sent back
into the medium, either numerically in a computer with the knowledge of the medium, or physically into the real medium. Our
goal is to give a precise description of the refocusing of the pulse. We identify and analyze a regime where the pulse refocuses
on a ring at the depth of the source and at a critical time. Our objective is to find the location of the source and we show that
the time-reversal refocusing contains information which can be used to this effect and which cannot be obtained by a direct
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rrival-time analysis. The time-reversal technique gives a robust procedure to locate and characterize the source also
ith ambient noise created by other sources located at the surface.
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. Introduction

In the regime of separation of scales a framework for analysis of acoustic waves propagating in randoml
edia has been set forth in[1]. The scale regime we consider corresponds to wavelengths that are large

o the correlation length of the medium, but short relative to the depth of the source, moreover, we a
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random medium to have strong fluctuations. Here, we first generalize this framework to the case with a source
inside of the medium. We then use this approach to implement time-reversal and analyze the refocusing properties
of the wave field. Time-reversal refocusing for waves propagating in inhomogeneous media has been recently
observed and studied experimentally in various contexts, e.g. ultrasound, underwater acoustics, see for instance the
review[10]. Important potential applications have been proposed in various fields, for instance imaging[18,11]and
communication[9]. A time-reversal mirror is, roughly speaking, a device which is capable of receiving a signal in
time, keeping it in memory and sending it back into the medium in the reversed direction of time. The main effect
is the refocusing of the scattered signal after time-reversal in a random medium. Surprisingly, the refocused pulse
shape only depends on the statistical properties of the random medium, and not on the particular realization of
the medium. The full mathematical understanding, meaning both modeling of the physical problem and derivation
of the time-reversal effect, is a complex problem. The study of the one-dimensional case is now well understood
[8,20,12]as well as the three-dimensional waves in the parabolic or paraxial regime[2,3,16].

Our analysis shows how time-reversal techniques can be useful for source estimation in the context of randomly
layered media. We consider linear acoustic waves propagating in three spatial dimensions:

ρ
∂�u
∂t

+ ∇p = �F, 1

K

∂p

∂t
+ ∇ · �u = 0, (1)

wherep is the pressure,�u is the velocity,ρ is the density of the medium, andK the bulk modulus. The forcing
term �F is due to the source. In order to simplify the analysis we consider the case with a constant density and a
randomly fluctuating bulk modulus which isz-dependent only in the slab (0, L). Note that we chooseL so large that
the termination of the slab does not affect the wave field at the surfacez = 0 over the time period that we consider

ρ ≡ ρ0,
1

K
=




1

K0

(
1 + ν

( z

ε2

))
if − L < z < 0,

1

K0
if z > 0 andz < −L,

(2)

whereν is a zero-mean mixing process andε2 is a small dimensionless parameter that characterizes the ratio
between the correlation length of the medium and the typical depth of the source. The average velocity is given by
c0 = √

K0/ρ0. A point source located at (xs, zs), zs ≤ 0, generates a forcing term�F at timets given by:

N gth
o
o

aking a
F ensional
p ion
c ase
�F(t, x, z) = �f
(
t − ts

ε

)
δ(x − xs)δ(z− zs). (3)

ote that the time duration of the source is short and scaled byε which is large compared to the correlation len
f the medium which isO(ε2). In our time-reversal setup we locate a time-reversal mirror of spatial sizeO(ε) at the
rigin. Our setup is illustrated by the cartoon given inFig. 1.

In Section2 we derive an integral representation for the time reversed wave field which is obtained by t
ourier transform in the time and lateral space coordinates. This reduces the problem to a family of one- dim
roblems that can be analyzed by decomposing the wave field into right and left going waves. In Sect4 we
onsider the particular case where the source is at the surface (zs = 0). We carry out a careful stationary ph

Fig. 1. Emission from a point source.
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analysis combined with classic diffusion approximation results in the limit of smallε. This gives a limit with
explicit formulas for the time reversed wave field which reveal a refocusing of the pulse at a critical time at the
surfacez = 0 and on a circle centered at the time-reversal mirror and passing through the source. If the time-reversal
mirror only has point support the refocusing is uniform on the circle, while a small spatial extent mirror enables
estimation of the angle to the source. In Section5 we consider the important case with an internal source, also in
this case we are able to carry out the asymptotic analysis that characterizes the limiting time reversed wave field.
Even though the formulas are not explicit in this case we can still deduce the refocusing of the wave field and that it
happens at a critical time, at the depth of the source and on a circle as in the previous case. In Section6 we discuss
a possible application to the problem of the source location and identification. In Section7 we present numerical
experiments which illustrate the results obtained in this paper.

2. The time reversed wave field

2.1. Emission from a point source

In the scaling that we consider the typical wavelength of the source is smallO(ε) and we use the following
specific Fourier transform and its inverse with respect to time and the transverse direction:

p̂(ω, κ, z) =
∫

p(t, x, z) ei(ω/ε)(t−κ·x) dt dx, p(t, x, z) = 1

(2πε)3

∫
p̂(ω, κ, z) e−i(ω/ε)(t−κ·x)ω2 dω dκ,

wherex = (x, y) stands for the transverse spatial variables. Taking the scaled Fourier transform gives that�̂u = (v̂, û)T

andp̂ satisfy the system:

−ρ0
iω

ε
v̂ + i

ω

ε
κp̂ = εf̂x(ω) ei(ω/ε)(ts−κ·xs)δ(z− zs), (4)

−ρ0
iω

ε
û+ ∂p̂

∂z
= εf̂z(ω) ei(ω/ε)(ts−κ·xs)δ(z− zs), (5)

w

W

w

− 1

K(z)

iω

ε
p̂+ i

ω

ε
κ · v̂ + ∂û

∂z
= 0, (6)

here�̂f = (f̂x, f̂z)T is the ordinary unscaled Fourier transform of the source

�̂f (ω) =
∫

�f (t) eiωt dt, �f (t) = 1

2π

∫
�̂f (ω) e−iωt dω.

e deduce that (ˆu, p̂) satisfy the following closed system for−L < z < zs andzs < z < 0

∂û

∂z
+ iω

ε

(
− 1

K(z)
+ |κ|2

ρ0

)
p̂ = 0, (7)

∂p̂

∂z
− iω

ε
ρ0û = 0 (8)

ith the jumps atz = zs given by

[û]zs = ε
κ · f̂x(ω)

ρ0
ei(ω/ε)(ts−κ·xs), [p̂]zs = εf̂z(ω) ei(ω/ε)(ts−κ·xs). (9)
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We introduce the right and left propagating wave modesa andbwhich are defined by

p̂(ω, κ, z) =
√
I0(κ)

2
(a(ω, κ, z) ei(ω/ε)ζ0(κ)z − b(ω, κ, z) e−i(ω/ε)ζ0(κ)z), (10)

û(ω, κ, z) = 1

2
√
I0(κ)

(a(ω, κ, z) ei(ω/ε)ζ0(κ)z + b(ω, κ, z) e−i(ω/ε)ζ0(κ)z), (11)

whereκ = |κ|, ζ−1
0 (κ) is the average longitudinal velocity, andI0(κ) is the acoustic impedance

ζ0(κ) =
√

1 − c2
0κ

2

c0
, I0(κ) = ρ0

ζ0(κ)
.

Here we only consider propagating modes and ignore evanescent modes meaning thatκ < c−1
0 . The system fora

andb can be written as

∂

∂z

(
a

b

)
(ω, κ, z) = Qε(ω, κ, z)

(
a

b

)
(ω, κ, z), (12)

Qε(ω, κ, z) = iωζ0(κ)

2ε(1 − c2
0κ

2)
ν
( z

ε2

)( 1 −e−2i(ω/ε)ζ0(κ)z

e2i(ω/ε)ζ0(κ)z −1

)
. (13)

Using the definitions(10) and (11)of aandband the expressions(9) for the jumps in ˆu andp̂ we deduce the jumps
at z = zs for the modesa andb

[a]zs = εei(ω/ε)(ts−κ·xs−ζ0(κ)zs)Sa(ω, κ), [b]zs = εei(ω/ε)(ts−κ·xs+ζ0(κ)zs)Sb(ω, κ) (14)

with the source contributions given by

√
I0(κ) ˆ 1 ˆ

√
I0(κ) ˆ 1 ˆ

T
W
a terized
b m by
i s
o
(
β , so
Sa(ω, κ) =
ρ0

κ · fx(ω) + √
I0(κ)

fz(ω), Sb(ω, κ) =
ρ0

κ · fx(ω) − √
I0(κ)

fz(ω).

he system fora andb is associated with boundary conditions atz = 0 andz = −L that are shown inFig. 2.
e assume that no energy is coming from+∞ and−∞, so that we get the radiation conditionsa(ω, κ,−L) = 0

nd b(ω, κ,0) = 0. The quantity of interest is the wave field at the surface which is completely charac
y a(ω, κ,0) sinceb(ω, κ,0) = 0. We transform this boundary value problem into an initial value proble

ntroducing the propagatorY (ω, κ, z0, z), −L ≤ z0 ≤ z ≤ 0, which is a family of complex 2× 2 matrices solution
f ∂zY = Qε(ω, κ, z)Y , starting fromY (ω, κ, z0, z = z0) = IdC2. By using the particular form of the matrixQε in
13)one can show that if the column vector (α, β)T is solution of Eq.(12)with the initial conditionsα(z0, z = z0) = 1,
(z0, z = z0) = 0, then the column vector (̄β, ᾱ)T is another solution linearly independent of the first solution

Fig. 2. Boundary conditions atz = −L andz = 0 corresponding to the emission from the point source located at depthzs.
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Fig. 3. Reflection and transmission coefficients.

that the propagator matrixYcan be written as:

Y (z0, z) =
(
α β̄

β ᾱ

)
(z0, z).

The boundary conditions atz = −L andz = 0 then imply

Y (−L, zs)

(
0

b(−L)

)
=
(
a(z−s )

b(z−s )

)
, Y (zs,0)

(
a(z+s )

b(z+s )

)
=
(
a(0)

0

)
. (15)

The system determined by((14) and (15))whose unknown areb(−L) anda(0) can be solved, and we get

a(ω, κ,0) = εei(ω/ε)(ts−κ·xs)[e−i(ω/ε)ζ0(κ)zsTg(ω, κ, zs)Sa(ω, κ) − ei(ω/ε)ζ0(κ)zsRg(ω, κ, zs)Sb(ω, κ)], (16)

Rg(ω, κ, z) = (β̄/ᾱ)(ω, κ,−L, z)
ᾱ(ω, κ, z,0) + β(ω, κ, z,0)(β̄/ᾱ)(ω, κ,−L, z) , (17)

Tg(ω, κ, z) = 1

ᾱ(ω, κ, z,0) + β(ω, κ, z,0)(β̄/ᾱ)(ω, κ,−L, z) . (18)

Observe the coefficientsRg andTg are generalized versions of those used in[1] as we explain now. The transmission
and reflection coefficientsT (ω, κ − L, z) andR(ω, κ,−L, z) for a slab [−L, z] (seeFig. 3) are given in terms ofα
andβ as

R(ω, κ,−L, z) = β̄

ᾱ
(ω, κ,−L, z), T (ω, κ,−L, z) = 1

ᾱ
(ω, κ,−L, z).

We also introducẽR andT̃ defined as the reflection and transmission coefficients for the experiment corresponding
to a right-going input wave incoming from the left (seeFig. 4). They are given in terms ofα andβ by

β 1

T nt
s

R̃(ω, κ, z,0) = −
ᾱ

(ω, κ, z,0), T̃ (ω, κ, z,0) =
ᾱ

(ω, κ, z,0).

We can express the coefficientsRg andTg in terms of the usual reflection and transmission coefficientsR and
for which the asymptotic analysis of the moments has been carried out in[1] and will be used in subseque

ections.

Rg(ω, κ, z) = T̃ (ω, κ, z,0)R(ω, κ,−L, z)
1 − R̃(ω, κ, z,0)R(ω, κ,−L, z) , (19)

Tg(ω, κ, z) = T̃ (ω, κ, z,0)

1 − R̃(ω, κ, z,0)R(ω, κ,−L, z) . (20)



J.-P. Fouque et al. / Wave Motion 42 (2005) 238–260 243

Fig. 4. Adjoint reflection and transmission coefficients.

We denote the wave at the surfacez = 0 by (us, ps). We have in particular

us(t, x) = 1

(2πε)3

∫
1

2
√
I0(κ)

a(ω, κ,0)e−i(ω/ε)(t−κ·x)ω2 dω dκ. (21)

These signals comprise a coherent front wave of durationO(ε) corresponding to the duration of the source, moreover,
a long noisy coda part that is caused by the multiple scattering by the layers. These coda waves are a part of, and
play a crucial role in, the time-reversal procedure that we describe next.

2.2. Recording, time-reversal and reemission

The first step of the time-reversal procedure consists in recording the velocity signal atz = 0 at the mirror
M = {(x, z), x ∈ Dε, z = 0} during some time interval centered att = 0.Dε ⊂ R2 is the shape of the mirror whose
center is located at point0. It turns out that asε → 0 the interesting asymptotic regime arises when we record the
signal during a large time interval whose duration is of order 1 and is denoted byt1 with t1 > 0. We consider here
the practical situation where the mirror is not very large, but of a size of the order of a few wavelengths (i.e. of order
ε).

In the second step of the time-reversal procedure a piece of the recorded signal is clipped using a cut-off function
s �→ G1(s), where the support ofG1 is included in [−t1/2, t1/2]. We denote the recorded part of the wave by�urec
so that

�urec(t, x) = �us(t, x)G1(t)G2

(x
ε

)
,

whereG2 is the spatial cut-off function introduced by the mirror of typical sizeε with G2(x) = 1D(x) andD is the
normalized shape of the mirror. We then time reverse this piece of signal and send it back into the same medium
as illustrated inFig. 5. This means that we address a new problem defined by the acoustic equations(1) with the
source term

�FTR(t, x, z) = �fTR(t, x)δ(z), �fTR(t, x) = ρ0c0�urec(−t, x),

w f the
e ght and
l s
b

here TR stands for “time reversal” and the factorρ0c0 has been added to restore the physical dimension o
xpression. Note that by linearity of the problem this factor plays no role in the analysis. In terms of ri

eft-going wave modes, the system consists of the linear system(12)for −L ≤ z < 0, with the boundary condition
TR(ω, κ,0+) = 0, aTR(ω, κ,−L) = 0, seeFig. 6, and the jump condition atz = 0 imposed by the source�FTR

[bTR]0 =
√
I0(κ)

ρ0
κ · f̂TR,x(ω, κ) − 1√

I0(κ)
f̂TR,z(ω, κ).



244 J.-P. Fouque et al. / Wave Motion 42 (2005) 238–260

Fig. 5. Emission from the mirror.

Fig. 6. Boundary conditions atz = −L andz = 0 corresponding to the emission from the mirror located atz = 0.

UsingbTR(0−) = −[bTR]0 and substituting the integral representation of the recorded velocity field into�FTR, we
deduce the boundary condition atz = 0−

bTR(ω, κ,0−) = 1

(2π)3ε

∫
H0(κ, κ′)

2
ā(ω′, κ′,0) ¯̂

G1

(
ω − ω′

ε

)
Ĝ2(ωκ + ω′κ′)ω′2 dω′ dκ′, (22)

where

H0(κ, κ′) = ρ0c0√
I0(κ)I0(κ′)

− ρ0c0
√
I0(κ)I0(κ′)
ρ2

0

κ · κ′,

the quantitya(ω, κ,0) is given by(16), and the Fourier transformed window functions are defined by

Ĝ1(ω) =
∫

G1(t) eiωt dt, Ĝ2(k) =
∫

G2(x) e−ik·x dx.

The configuration at hand can thus be reduced to the system(12) for −L ≤ z < 0 with the boundary conditions
(22) at z = 0 andaTR(ω, κ,−L) = 0 atz = −L. The Fourier transformed pressure and velocity are now given by
(10) and (11)wherea andb are replaced byaTR andbTR.

2.3. The time reversed wave field

The new incoming signal propagates into the same medium and produces the time reversed wave field. Here
we derive an exact integral representation for this wave field which will be exploited to analyze the refocusing
properties of the time reversed field in the following sections. Using once again the propagator we get that the wave
for −L ≤ z ≤ 0 is given by

uTR(t, x, z) = 1

(2πε)3

∫
1

2
√
I (κ)

bTR(ω, κ,0−)[Rg(ω, κ, z) ei(ω/ε)ζ0(κ)z
0

+ Tg(ω, κ, z) e−i(ω/ε)ζ0(κ)z] e−i(ω/ε)(t−κ.x)ω2 dω dκ,
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and similar expressions hold forpTR(t, x, z) andvTR(t, x, z). Substituting the expression ofbTR(ω, κ,0−) into this
equation yields the following representation of the longitudinal velocity

uTR(t, x, z) = 1

(2π)6ε3

∫ ∫
H0(κ1, κ2)

4
√
I0(κ1)

¯̂
G1

(
ω1 −ω2

ε

)
Ĝ2(ω1κ1 + ω2κ2) ei(−(ω2ts+ω1t)+(ω2κ2·xs+ω1κ1·x))/ε

×

 4∑
j=1

Pj


ω2

1ω
2
2 dω1 dκ1 dω2 dκ2, (23)

where we define thePj ’s by

P1 = −ei(−ω2ζ0(κ2)zs+ω1ζ0(κ1)z)/εR̄g(ω2, κ2, zs)Rg(ω1, κ1, z)S̄b(ω2, κ2),

P2 = ei(ω2ζ0(κ2)zs+ω1ζ0(κ1)z)/εT̄g(ω2, κ2, zs)Rg(ω1, κ1, z)S̄a(ω2, κ2),

P3 = ei(ω2ζ0(κ2)zs−ω1ζ0(κ1)z)/εT̄g(ω2, κ2, zs)Tg(ω1, κ1, z)S̄a(ω2, κ2),

P4 = −ei(−ω2ζ0(κ2)zs−ω1ζ0(κ1)z)/εR̄g(ω2, κ2, zs)Tg(ω1, κ1, z)S̄b(ω2, κ2).

In the following sections we study the asymptotic behavior of the time reversed wave fielduTR in the limit ε → 0.
We first address the case of a homogeneous medium in Section3.

As we shall study the problem of the source location and contrast the homogeneous and random configurations.
In the case of a random medium the analysis is carried out in the particular case where the source is located on the
surface (zs = 0) in Section4, and in the general case where the source is inside of the medium (zs < 0) in Section
5.

3. Homogeneous medium

We first examine the deterministic case withν ≡ 0 which corresponds to a homogeneous medium. The time
reversed wave field is then described by(23) with Rg = 0 andTg = 1. In this case only theP3 term in uTR
c r
p

T
t t velocity
c

ial mirror
t

T re
w m
t e
l

orresponding to direct transmission paths contributes. Using the notation�r = (x, z), for smallε the leading orde
art of the three-dimensional velocity field is

�us(t, �r ) = �r − �rs

4πρ0c
2
0ε|�r − �rs|3

(�r − �rs) · �f ′
(
t − ts − (|�r − �rs|/c0)

ε

)
. (24)

hese expressions are derived from(21) and the Weyl representation of a spherical wave[16, Section 3.2.4], but
hey could also be derived directly from the fact that a point source emits a spherical wave that propagates a
0 in a homogeneous medium.

Let us next consider the time-reversed field. For the sake of simplicity we address the case with a spat
hat has point support so thatĜ2(k) is a constant denoted by ˆg2. In this case we find

�uTR(t, r ) = − ĝ2

(4π)2ρ0c
3
0

(�r · �rs)�r
|�rs|3|�r |3G1

( |�r |
c0

− t

)
�rs · �f ′′

(
(|�r | − |�rs|)/c0 − t − ts

ε

)
. (25)

his is a spherical wave emerging from the mirror. Its support at a given timet is anε neighborhood of the sphe
ith center at0 and radius|�rs| + c0(t + ts). Observe that�uTR is of order 1 only if the signal originating fro

he original source has been recorded, meaning that|�rs| + c0ts lies in the support ofG1. Finally, note that th
ongitudinal velocityuTR is vanishing at the surfacez = 0.
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4. The random case with an exterior point source

In this section we assume that the source is located on the surface (xs, zs = 0). We also observe the time-reversed
wave at the surface (x, z = 0). Under such conditions the generalized transmission and reflection coefficientsTg
andRg are evaluated atz = 0 and from their definitions,(19) and (20), it follows that the transmission coefficient
Tg is equal to 1, and the reflection coefficientRg corresponds to the reflections from the whole random medium
between−L and the surface, that is to sayR(−L,0). The deterministicP3 term ofuTR is associated with a product
of transmission coefficients, it corresponds to recording and reemission of the directly transmitted wave field from
the source to the mirror and then observation of the wave field that is directly transmitted back to the source point.
As shown in Section3 this component ofuTR is vanishing at the surface. TheP2 andP4 terms are associated
with one transmission and one reflection coefficient, they correspond respectively to (i) the wave that is directly
transmitted to the mirror, then time reversed, re-emitted into the random medium and subsequently scattered back
from the random medium and onto the recorder at the source point, (ii) the wave component that is reflected from
the random medium onto the mirror then time reversed and transmitted directly back to the recorder at the source
point. TheP1 term, the one defined in terms of a product of reflection coefficients, corresponds to the wave which
has been scattered back twice by the random medium. From the point of view of refocusing of time reversed waves
in a random medium this last term turns out to be the most interesting one.

We consider theP1 term of the expression(23) of the longitudinal velocity. Due to the fact that the reflection
coefficient only depends on the moduli of the slowness vectors, we use polar coordinates (µ1, θ1) and (µ2, θ2) for
κ1 = µ1eθ1 andκ2 = µ2eθ2. We also represent the observation pointx and the source positionxs by r0eθ0 and
rseθs, respectively, where we denote byeθ the unit column vector (cos(θ), sin(θ))T. We show inAppendix A.2that
the reflection coefficients at two frequencies and slowness vectors are correlated only if the frequencies and the
moduli of the slowness vectors are close to each other at orderε. Motivated by this remark we perform the change
of variablesω2 = ω + εh/2, ω1 = ω − εh/2,µ2 = µ+ ελ/2, andµ1 = µ− ελ/2. The representation of theP1
term of the longitudinal velocity field becomes

u
(1)
TR(t, x = r0eθ0,0) = − 1

(2π)6ε

∫ ∫
H0(µeθ, µeθ′ )

4
√
I0(µ)

¯̂
G1(−h)Ĝ2(ωµ(eθ + eθ′ ))S̄b(ω,µeθ′ ) eiφ(ω,µ,θ,θ′)/ε

× e(i/2)(h(t−ts)+(λω+hµ)[rs cos(θs−θ′)−r0 cos(θ0−θ)])R̄
(
ω + εh

, µ+ ελ
,−L,0

)

w

a s
ε eflection
c l
w
fi ints
c

2 2

×R

(
ω − εh

2
, µ− ελ

2
,−L,0

)
ω4µ2 dλdhdω dµdθ dθ′,

here the rapid phase is

φ(ω,µ, θ, θ′) = ω[−(ts + t) + µ(rs cos(θs − θ′) + r0 cos(θ0 − θ))],

nd we have neglected lower order terms (with respect toε) by assuming thatH0 andĜ2 are smooth functions. A
→ 0 the asymptotic behavior of this integral is governed by its fast phase and by the product of the two r
oefficients which contains the effect of randomness. We first apply thestationary phase methodand we will dea
ith the random part of the integral in a second step. The variables of the rapid phase areω, µ, θ, andθ′. We
nd that there exist stationary points only ift + ts = 0 andr0 = rs. Then there exist two maps of stationary po
orresponding to

(I) θ′ = θs andθ = θ0 + π, (II) θ′ = θs + π andθ = θ0.



J.-P. Fouque et al. / Wave Motion 42 (2005) 238–260 247

We then consider an observation timet close to−ts. Similarly we consider an observation pointx whose modulus
is close tors. This is realized by the following parameterizationt = −ts + εT, x = rseθ0 + εReφ. We deduce that
theP1 term of the longitudinal velocity field consists of the sum of two terms corresponding to the contributions of
the two maps of stationary points and we write

u
(1)
TR(t, x,0) = u

(1,I)
TR (t, x,0) + u

(1,II)
TR (t, x,0),

u
(1,I)
TR (t, x,0) = − 1

27π5rs

∫ ∫
H0(−µeθ0, µeθs)√

I0(µ)
¯̂
G1(−h)Ĝ2(ωµ(eθs − eθ0))S̄b(ω,µeθs)

× ei(−ωT−hts+rs(λω+hµ)−ωµR cos(θ0−φ))R̄

(
ω + εh

2
, µ+ ελ

2
,−L,0

)

×R

(
ω − εh

2
, µ− ελ

2
,−L,0

)
ω3µdλdhdω dµ,

u
(1,II)
TR (t, x,0) = − 1

27π5rs

∫ ∫
H0(µeθ0,−µeθs)√

I0(µ)
¯̂
G1(−h)Ĝ2(ωµ(eθ0 − eθs))S̄b(ω,−µeθs)

× ei(−ωT−hts−rs(λω+hµ)+ωµR cos(θ0−φ))R̄

(
ω + εh

2
, µ+ ελ

2
,−L,0

)

×R

(
ω − εh

2
, µ− ελ

2
,−L,0

)
ω3µdλdhdω dµ.

The effect of the randomness is contained in the product of the reflection coefficients. The asymptotic analysis of
the autocorrelation function summarized inAppendix A.2can then be exploited to deduce the refocusing properties
of the pulse and its self-averaging property. The deterministic component of the time reversed wave given by theP3
term is a spherical wave that is explicitly known and described in Section3. Using the decorrelation property(A.5)
explained inAppendix A.2, one can deduce that the contributions of theP2 andP4 terms vanish in the limitε → 0,
so it remains only to study theP1 term. Our stationary phase analysis presented here above shows that, for fixed
observation timet and positionx, with t + ts �= 0 or|x| − rs �= 0, there are no stationary points anduTR(t, x,0) goes
t used
p ted
i centrated
a

T

(

o 0 asε → 0. On the other hand, ift = −ts and|x| = rs, then there are maps of stationary points so a refoc
ulse with amplitude of order 1 will be observed in anε-neighborhood of (−ts, rs). These results are precisely sta

n the following theorem which gives the convergence of the refocused pulse to a deterministic shape con
t−ts in time and on a ring with radiusrs in space.

heorem 4.1.

(a) For anyT0 > 0,R0 > 0, δ > 0,and(t0, r0) �= (−ts, rs), we have

P

(
sup

|t−t0|≤εT0,||x|−r0|≤εR0

|uTR(t, x)| > δ

)
ε→0−→ 0.

b) For anyT0 > 0,R0 > 0, δ > 0,we have

P

(
sup

|t+ts|≤εT0,||x|−rs|≤εR0

∣∣∣∣uTR(t, x) − UTR

(
t + ts

ε
,
|x| − rs

ε

)∣∣∣∣ > δ

)
ε→0−→ 0,
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whereUTR is the deterministic pulse shape

UTR(T,R) = 1

(2π)3

∫
K̂(ω,µ)

[
µ

2ρ0
eθs · ¯̂fx(ω) + 1

2I0(µ)
¯̂
fz(ω)

]
eiω(µR−T)ω2 dω dµ,

with the kernelK̂ given by

K̂(ω,µ) = Ĝ2(ωµ(eθ0 − eθs))G1

(
ts + rs

c2
0µ

)
Q1

(
ζ0(µ)

2µ
rs

)
ζ0(µ)

2

H0(µeθ0,−µeθs)

2rs
.

All the random effects on the refocused pulse are contained inQ1 given by Eq.(A.3).Q1 characterizes the limit of
the autocorrelation function of the reflection coefficient. Note thatQ1 depends only on the integrated covariance of
the fluctuations of the mediumγ0 = ∫∞

0 E[ν(0)ν(z)] dz. An explicit expression forH0 is

H0(µeθ0,−µeθs) = ζ0(µ)c0 + c0µ
2

ζ0(µ)
eθ0 · eθs. (26)

Similarly, the asymptotic deterministic shapes of the refocused transverse velocity and pressure fields consist of
the sums of the deterministic components exhibited in Section3 and of new components of the same form as
UTR resulting from the refocusing of the incoherent waves recorded at the mirror. The proof of the theorem is a
generalization of the arguments given in[8] and goes along the following main steps.

• We first consider the expected value ofu
(1)
TR. Using a combination of stationary phase and the asymptotic behavior

(A.4) of the autocorrelation function of the reflection coefficient we find that this expectation converges to the
limiting value given inTheorem 4.1.

• We then consider the variance ofu(1)
TR. We write the second moment as a multiple integral involving the product

of four reflection coefficients at four different frequencies as in(A.5). Using the decorrelation property of the
reflection coefficient we deduce that the variance goes to zero.

N the stabi-
l n of the
s

5

e as
i ot lead to
f

5

s ll collect
a erent
s ch other at
o

ote that an integral over frequency (ensured by the time domain nature of time-reversal) is needed for
ization or the self-averaging of the refocused pulse. Applications of this result to the problem of the locatio
ource will be discussed in Section6.

. The random case with an interior point source

In this section we assume that the source is below the surface (zs < 0). The time-reversal strategy is the sam
n the previous section, we obtain analogous results but the computations are more complicated and do n
ully explicit formulas such as the ones presented inTheorem 4.1.

.1. The stationary phase in the random case

We consider theP1 term in the representation of the longitudinal velocity(23) with arbitraryzs (depth of the
ource) andz (depth of the observation point). The other terms can be treated in the same way and we wi
nd discuss all the contributions in Section5.3. Once again, the generalized reflection coefficients at two diff
lowness vectors are correlated only if the frequencies and moduli of the slowness vectors are close to ea
rderε. We accordingly perform the same change of variables as in Section4, so that the representation of theP1
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term of the longitudinal velocity field becomes

u
(1)
TR(t, x = r0eθ0, z) = − 1

(2π)6ε

∫ ∫
H0(µeθ, µeθ′ )

4
√
I0(µ)

¯̂
G1(−h)Ĝ2(ωµ(eθ + eθ′ ))S̄b(ω,µeθ′ )

× eiφ(ω,µ,θ,θ′)/ε e(i/2)(h(t−ts)+(λω+hµ)[rs cos(θs−θ′)−r0 cos(θ0−θ)]−[hζ0(µ)+ωζ′
0(µ)λ](z+zs))

× R̄g

(
ω + εh

2
, µ+ ελ

2
, zs

)
Rg(ω − εh

2
, µ− ελ

2
, z)ω4µ2 dλdhdω dµdθ dθ′, (27)

whereζ′
0(µ) = −µ/ζ0(µ) and the rapid phase is

φ(ω,µ, θ, θ′) = ω[−(ts + t) + µ(rs cos(θs − θ′) + r0 cos(θ0 − θ)) + ζ0(µ)(z− zs)].

As in Section4 we first apply the stationary phase method and we will deal with the random part of the integral (the
product of the two generalized reflection coefficients) in a second step. The variables of the rapid phase areω,µ, θ,
andθ′. We assume thatrs �= 0, that is the case where the mirror is not directly above the source. There are several
remarkable configurations.

(1) If c2
0(t + ts)2 �= (rs − r0)2 + (z− zs)2, then there is no stationary map.

(2) If c2
0(t + ts)2 = (rs − r0)2 + (z− zs)2 andz �= zs, then there exists one map of stationary points which is three-

dimensional (i.e. the map is concentrated around critical values ofθ, θ′, andµ with no restriction onω). The
stationary phase method gives an effective value for the integral(27) which is of orderε3/2 and consequently
contributes to a term of orderε1/2 to u(1)

TR.
(3) If t + ts = 0,r0 = rs, andz = zs, then there exist two maps of stationary points corresponding to (I)θ′ = θs and

θ = θ0 + π, (II) θ′ = θs + π andθ = θ0 with no restriction onω andµ. Because of the additional degeneracy
in µ, these two stationary maps are two-dimensional and the stationary phase method gives an effective value
for the integral which is of orderε and consequently only this configuration contributes to a term of order 1 to
u

(1)
TR. In other words, this component of the time reversed wave is only observed at the right time−ts, at the

right depthzs, and on the ring with radiusrs. We accordingly consider an observation timet close to−ts, and
an observation point (x, z) which is such thatz is close tozs and the modulus ofx is close tors. We do so by

he two

writing t = −ts + εT, x = rseθ0 + εReφ, andz = zs + εZ. We get that, to leading order inε, theP1 term of
the longitudinal velocity field consists of the sum of two terms corresponding to the contributions of t
maps of stationary points (I and II)

u
(1)
TR(t, x, z) = u

(1,I)
TR (t, x, z) + u

(1,II)
TR (t, x, z),

u
(1,I)
TR (t, x, z) = − 1

27π5rs

∫ ∫
H0(−µeθ0, µeθs)√

I0(µ)
¯̂
G1(−h)Ĝ2(ωµ(eθs − eθ0))S̄b(ω,µeθs)

× ei(−ωT−ωµR cos(θ0−φ)+ωζ0(µ)Z−hts+rs(λω+hµ)−[hζ0(µ)+ωζ′
0(µ)λ]zs)

×R̄g

(
ω + εh

2
, µ+ ελ

2
, zs

)
Rg

(
ω − εh

2
, µ− ελ

2
, zs + εZ

)
ω3µdλdhdω dµ,

u
(1,II)
TR (t, x, z) = − 1

27π5rs

∫ ∫
H0(µeθ0,−µeθs)√

I0(µ)
¯̂
G1(−h)Ĝ2(ωµ(eθ0 − eθs))S̄b(ω,−µeθs)

× ei(−ωT+ωµR cos(θ0−φ)+ωζ0(µ)Z−hts−rs(λω+hµ)−[hζ0(µ)+ωζ′
0(µ)λ]zs)

×R̄g

(
ω + εh

2
, µ+ ελ

2
, zs

)
Rg

(
ω − εh

2
, µ− ελ

2
, zs + εZ

)
ω3µdλdhdω dµ.
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This integral representation of the signal shows that the autocorrelation function of the generalized reflection
coefficient defined by(17)plays a key role.

5.2. Asymptotics of the first moment ofu
(1)
TR

The computation of the expectation of theP1 term of the integral representation ofu(1)
TR is reduced to the

computation of the quantity

Uε
g = E

[
R̄g

(
ω + εh

2
, µ+ ελ

2
, zs

)
Rg

(
ω − εh

2
, µ− ελ

2
, zs + εZ

)]
.

Using the representation(19) of the generalized coefficientRg in terms of the usual reflection and transmission
coefficients, we obtain that

Uε
g =

∞∑
n,m=0

E [R̄n+1 Rm+1 R̃n T̃ ¯̃R
m ¯̃T ],

whereR̄n+1 is evaluated at (ω + εh/2, µ+ ελ/2,−L, zs), Rm+1 is evaluated at (ω − εh/2, µ− ελ/2,−L, zs +
εZ), R̃nT̃ is evaluated at (ω + εh/2, µ+ ελ/2, zs,0), and ¯̃R

n ¯̃T is evaluated at (ω − εh/2, µ− ελ/2, zs + εZ,0).
Asε → 0 the propagators between−L andzs and betweenzs and0become independent. By continuity with respect
to zof the limits of the moments of the reflection and transmission coefficients, theεZ does not play any role in the
limit of Uε

g. Accordingly we shall obtain the limit ofUε
g asε → 0 by looking at the limits ofE [R̄n+1 Rm+1] and

E [R̃n T̃ ¯̃R
m ¯̃T ]. By using the expressions of the limit values for moments of reflection and transmission coefficients,

we obtain

∞∑ ∫ ∫

w

i

Uε
g
ε→0−→

n=0

e2i[hζ0(µ)+λωζ′
0(µ)]zs Wn+1(τ, ω, µ) eiτH dτ W̃n(τ, ω, µ) eiτH dτ,

hereH = c2
0ωµλ− h(1 − c2

0µ
2), Wn andW̃n are described inAppendix A.2. Substituting the limit ofUε

g in the

ntegral representations ofu(1,I)
TR andu(1,II)

TR we find that

E[u(1,I)
TR (t, x, z)]

ε→0−→ −1

25π3rsc
2
0

∫
H0(−µeθ0, µeθs)√

I0(µ)
Ĝ2(ωµ(eθs − eθ0))S̄b(ω,µeθs)

× eiω[−T−µR cos(θ0−φ)+ζ0(µ)Z]G1

(
ts − rs

c2
0µ

)
Wg,+

(
−rs + (µ/ζ0(µ))zs

µc2
0

)
ω2 dµdω,

E[u(1,II)
TR (t, x, z)]

ε→0−→ −1

25π3rsc
2
0

∫
H0(µeθ0,−µeθs)√

I0(µ)
Ĝ2(ωµ(eθ0 − eθs))S̄b(ω,−µeθs)

× eiω[−T+µR cos(θ0−φ)+ζ0(µ)Z]G1

(
ts + rs

c2
0µ

)
Wg,+

(
rs + (µ/ζ0(µ))zs

µc2
0

)
ω2 dµdω,
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wheret = −ts + εT, x = rseθ0 +Reφ, z = zs + εZ, and

Wg,+(τ, ω, µ) =
∞∑
n=0

[Wn+1(·, ω, µ,−L, zs) ∗ W̃n(·, ω, µ, zs,0)](τ).

It is clear from the transport equations(A.1) and (A.6)thatWn andW̃n vanish forτ < 0 (see also[1]), so thatWg,+
also vanishes forτ < 0. As a consequence the limit ofE[u(1,I)

TR (t, x, z)] is zero, and only the second map contributes

to the expected value ofu(1)
TR.

5.3. Other components to the first moment ofuTR

We have just addressed theP1 term of the integral representation(23) of uTR. We now consider the three other
termsP2, P3, andP4. The termsu(2)

TR andu(4)
TR associated withP2 andP4 have no stationary point becausez and

zs appear with the same signs in their fast phases. Consequently these two terms do not contribute to the limit
value ofuTR as ε → 0. We now address the termu(3)

TR associated withP3 given by Eq.(23). In this case, the
generalized transmission coefficients at two different slowness vectors are always correlated. Consequently the
domain of integration contributing to the value of the integral(23) is not restricted to anε-neighborhood of the
diagonalµ′ � µ. We thus split the domain of integration into two parts. The first part corresponds to a sub-domain
which is anε-neighborhood of the diagonal. It can be treated as in the previous section where we dealt with theP1
term. The second part contains the non-diagonal contribution to the integral which captures the coherent propagating
front as described below.

5.3.1. Diagonal contribution
The integral representation of the diagonal contributionu

(3,diag)
TR is similar to Eq.(27), but involves the product

of two generalized transmission coefficients and appropriate phases. The random component can be expanded in
terms of the usual transmission and reflection coefficients as

T̄ T =
∞∑

R̄nRmR̃nT̃ ¯̃R
m ¯̃T .

F ctation of
t n
l
i
a

w

g g

n,m=0

ollowing the same strategy as in the previous sections and using the asymptotic analysis for the expe
he moments of transmission-reflection coefficients presented inAppendix A.2, we get that the only configuratio
eading to an expected value of order one foru

(3,diag)
TR is obtained when the observation coordinatest, z, and|x| are

n anε-neighborhood of−ts andrs, andzs, respectively. More precisely, takingt = −ts + εT, x = rseθ0 + εReφ,
ndz = zs + εZ, we get that

E[u(3,diag)
TR (t, x, z)]

ε→0−→ −1

25π3rsc
2
0

∫
H0(µeθ0,−µeθs)√

I0(µ)
Ĝ2(ωµ(eθ0 − eθs))S̄a(ω,−µeθs)

× eiω[−T−µR cos(θ0−φ)−ζ0(µ)Z]G1

(
ts + rs

c2
0µ

)
Wg,−

(
rs + (µ/ζ0(µ))zs

µc2
0

)
ω2 dµdω,

here

Wg,−(τ, ω, µ) =
∞∑
n=0

[Wn(·, ω, µ,−L, z− s) ∗ W̃n(·, ω, µ, z− s,0)](τ).
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5.3.2. Off-diagonal contribution
The off-diagonal contributionu(3,off)

TR corresponds to the time reversal of the coherent front. It has been analyzed
in detail in[12] in the case of time-reversal in transmission, so by a simple generalization using the moment analysis
presented inAppendix A.1, one can deduce that the coherent time-reversed front wave propagates like a spherical
wave aroundz2 + |x|2 = c2

0(t − tc)2 andtc = −ts −√z2
s + r2

s/c0. This analysis can be viewed as a straightforward
extension of the O’Doherty–Anstey (ODA) theory (seeAppendix A.3). More precisely, if the mirror is pointwise
so thatĜ2(k) ≡ ĝ2, thenu(3,off)

TR converges in distribution asε → 0 to

ucoh
TR (t, x, z) = G1(−tc)uhom

TR,x,z ∗KODA,x,z

(√
z2 + |x|2 −√z2

s + |xs|2
c0ε

− t + ts

ε

)
,

whereuhom
TR is the front shape in homogeneous medium computed in Section3

uhom
TR,x,z(t) = − ĝ2

(4π)2ρ0c
3
0

(x · xs + zzs)z√
r2
s + z2

s
3√

x|2 + z23 [xs · f ′′x (t) + zsf
′′
z (t)]. (28)

KODA,x,z is the convolution of two standard ODA kernels. Its Fourier transform is

K̂ODA,x,z(ω) = exp

(
i[
√
γ(ω,µ1)Bz −

√
γ(ω,µ2)Bzs] + γ(ω,µ1)z+ γ(ω,µ2)zs

2

)
(29)

with µ1 = (1/c0)(|x|/
√

|x|2 + z2), µ2 = (1/c0)(rs/
√
r2
s + z2

s), B is a Brownian motion, andγ is given by(A.2).
The shape of the front is deterministic and results from a first spreading due to the propagation from the source

to the mirror cumulated with a second spreading due to the propagation from the mirror to the observation point.
The random medium also imposes a random shift which cancels out if the observation point is taken on the ring
z = zs and|x| = rs.

5.4. Summary

a e
t s
o e support
o nds to an
o d field is
t servation
p ve front
a

T

(

We sum up the previous results in the next theorem. We assume a point mirror so thatĜ2(k) = ĝ2. We also
ssume the generic case where the mirror is not exactly above the source, that is to sayrs �= 0. We consider th

ime reversed wave and observe it in anε-neighborhood of an arbitrary observation point (t0, r0, z0). Three type
f configurations can be distinguished. The first case (a) corresponds to an observation point outside of th
f the spherical front wave. The observed field has a vanishing amplitude. The second case (b) correspo
bservation point on the support of the spherical front wave but outside the refocusing ring. The observe

he coherent wave front described in terms of the ODA kernel. The third case (c) corresponds to an ob
oint on the refocusing ring. The observed velocity field consists in the superposition of the coherent wa
nd of the refocusing of the recorded incoherent coda waves.

heorem 5.1. Let us denotetc = −ts −√r2
s + z2

s/c0.

a) If c2
0(t0 − tc)2 �= r2

0 + z2
0, then, for anyT0 > 0,R0 > 0,Z0 > 0,andδ > 0,we have

P

(
sup

|T|≤T0,|R|≤R0,θ0∈[0,2π),|Z|≤Z0

|uTR(t0 + εT, (r0 + εR)eθ0, z0 + εZ)| > δ

)
ε→0−→ 0.
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(b) If c2
0(t0 − tc)2 = r2

0 + z2
0 and t0 �= −ts, then for anyT0 > 0, R0 > 0, and Z0 > 0, we have the following

convergence in distribution

(uTR(t0 + εT, (r0 + εR)eθ0, z0 + εZ))|T|≤T0,|R|≤R0,θ0∈[0,2π),|Z|≤Z0 (30)

ε→0−→G1(−tc)[uhom
TR,r0eθ0,z0

∗KODA,r0eθ0,z0]


 r0R+ z0Z

c0

√
r2
0 + z2

0

− T

 , (31)

whereuhom
TR is the front shape in homogeneous medium given by(28)andKODA is the random kernel given by

(29).
(c) If c2

0(t0 − tc)2 = r2
0 + z2

0, t0 = −ts, andz0 = zs (sor0 = rs), then for anyT0 > 0,R0 > 0,Z0, andδ > 0,we
have

P

(
sup

|T|≤T0,|R|≤R0,θ0∈[0,2π),|Z|≤Z0

|uTR(t0 + εT, (r0 + εR)eθ0, z0 + εZ) − UTR(T,R,Z)| > δ

)
ε→0−→ 0,

whereUTR is the deterministic pulse shape

UTR(T,R,Z) = uhom
TR,rseθ0,zs

∗K0

(
rsR+ zsZ

c0
√
r2
s + z2

s

− T
)

+ 1

(2π)3

∫
K̂+(ω,µ)

[
µ

2ρ0
eθs · ¯̂fx(ω) + 1

2I0(µ)
¯̂
fz(ω)

]
eiω(µR−T+ζ0(µ)Z)ω2 dω dµ

+ 1

(2π)3

∫
K̂−(ω,µ)

[
µ

2ρ0
eθs · ¯̂fx(ω) + 1

2I0(µ)
¯̂
fz(ω)

]
eiω(µR−T−ζ0(µ)Z)ω2 dω dµ,

K̂0(ω) = G1(−tc) exp

(
−γ0ω

2(r2
s + z2

s)

2c2
0|zs|

)
,

( ) ( )

N m
A verse
v of of the
t ics
o mains to
c eralized
r

6

problem.
W wn
l pulse
K̂±(ω,µ) = G1 ts + rs

c2
0µ

Wg,±
rs + (µ/ζ0(µ))zs

µc2
0

H0(µeθ0,−µeθs)

2c2
0rs

.

ote that the kernelsK0 andK± depend only on the integrated covariance of the fluctuations of the mediuγ0.
n explicit expression forH0 is given by(26). The picture is qualitatively the same for the time-reversed trans
elocity and pressure fields and we do write the complete expressions which are rather long. The pro
heorem follows the same line as the one ofTheorem 4.1. In Sections5.2–5.3we have derived the asymptot
f the expected value of the refocused pulse on the ring. To get the deterministic nature of the limit, it re
ompute the variance of the refocused field. It involves the computation of the forth moments of the gen
eflection and transmission coefficients. This is done again by usingAppendix A.2.

. Source identification

In this section we indicate briefly how the results derived above are useful in solving the inverse source
e assume that we are in the configuration shown inFig. 1. The sourceSemits a short pulse from an unkno

ocation (xs, zs) at an unknown timets. Our objective is to identify these unknowns and the shape of the
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assuming that we observe the signal that emerges at the surface at a receiver with a small spatial extent. Such a
problem can be encountered in various contexts, such as geophysics[19] or oceanography[17]. The small aperture
of the receiver in our configuration makes the identification of the source location challenging by standard methods.
The known position of the receiver is chosen as the origin. We assume that the medium is randomly layered on a
fine scale and that we know the particular realization “seen” by the wave. Our strategy is to perform a synthetic
time-reversal experiment meaning that we numerically solve the wave equation and compute the time reversed
wave field described in the paper. In the regime of our asymptotic analysis the time reversed wave will exhibit a
propagating spherical front wave and, at a precise time, an additional ring located at the depth of the source and
passing through the source point. This is precisely stated inTheorem 5.1. Note that the re-propagated front wave
can be computed by simply observing the first arrival at the receiver but it does not contain any information on
the source location and time of emission. In contrast the use of the incoherent coda of the wave and time-reversal
techniques lead to an information about the depth of the source, its lateral distance from the mirror, and its emission
time. The shape of the source pulse can then be reconstructed precisely by using the shape of the first arrival and
a deconvolution process through the ODA kernel(A.7) described inAppendix A.3. Furthermore this identification
can also be performed with the presence of additional noisy sources emitting at the surface. By the results of Section
5.4 the additional sources only produce refocused fields at the surface. The refocused ring is therefore produced
only by the source inside the domain.

If only the statistical properties of the medium are known, but not the particular realization, the strategy would
be to estimate the kernel from the measure of the wave emerging at the receiver and the computation of the local
autocorrelation function of the signal[1]. This is a difficult problem which is a topic of future research. In other
contexts such as underwater acoustics[13] the medium is not known but time-reversal can be performed physically.
The refocusing properties proved in this paper in an ideal layered setting can be used for telecommunication
purposes.

7. Numerical illustration

In this section we present a two-dimensional numerical illustration of the theory developed in this paper. Time-
reversal refocusing is a phenomenon that takes place in different wave applications. Hence to illustrate its range of
a shallow
w

w noted
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m velocity
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t ion
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e raphy
h shaped,
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pplicability we perform numerical experiments using a shallow water model. The linear two-dimensional
ater equations[21] are given as

Ut = −gηx + fx, Vt = −gηy + fy, ηt + (hU)x + (hV )y = 0, (32)

hereU(x, y, t) andV (x, y, t) are verticallyz-averaged velocities. The free surface wave elevation is de
y η(x, y, t). This term represents the excess pressure about the undisturbed free surfacez ≡ 0. The randoml

ayered medium is represented by the disordered bottom topography throughh(x, y). By using the flux vecto
= (ψu,ψv)T ≡ (hU, hV )T the correspondence between the shallow water and the acoustic model is mor

stablished:ψt − gh∇η = 0, ηt + ∇ · ψ = 0. The simulations refer to model(32). Details of the Lagrangian n
erical scheme are provided in[5]. We have adapted the code in order to have the data imposed through the

orcing terms. The setup for the numerical experiments is given inFig. 7(a).
The random medium slab is located atx > 0. The source location is at (xS, yS) = (10,0) and we place tw

ime-reversal (point) mirrors at (xM1, yM1) = (0,4) and (xM2, yM2) = (0,−4) corresponding to the surface locat
f the acoustic slab, here given byx ≡ 0. The velocity sources are such that bothfx andfy have a Gaussianf (t) =
xp(−(t − ts)2/0.02) profile of duration approximately equal to 1/3 time units. The randomly layered topog
as a correlation length of 0.1 with 40% fluctuations about the undisturbed depth. A nearly circular, pulse
ave front propagates over the random medium and time histories (for the velocity fields) are recorded
1 and mirror M2, as displayed inFig. 8. We observe the wave front arriving, at approximatelyt = 10.8 followed
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Fig. 7. (a) Schematic setup for the randomly layered topography. The source pointS is at (xS, yS) = (10,0) corresponding to nodes (1600,
1000). The shaded area represents the randomly layered medium. (b) Schematic graph for the wave fronts (centered at the mirrors M1 and M2)
together with the refocusing rings (dashed curves). Each ring is at the base of a three-dimensional cone defined by the corresponding triplet (M,
M∗, S). The shaded area highlights thexzcircle/ring intersecting thexyplane.

by a fluctuating coda. We time reverse the signals recorded within the time interval [10.8, 18.8]. In the time-reversal
experiment these are the correspondingf-profiles, now at two Dirac source locations, each corresponding to a point
mirror. We repeat the numerical solution procedure and two pulse shaped fronts propagate towards the source
location.

In all numerical experiments we use a 2000× 2000 spatial grid with<x = <y = 0.01. The time stepping
parameter is<t = 0.0005. These were chosen due to accuracy and not for stability reasons[5]. We have used
reflecting boundary conditions. However the waves reflected from the side walls stay away from our region of
interest during the time interval of our study.

As mentioned before the time reversed signals, indicated inFig. 8, are back-propagated from the two mirrors.
The theory predicts two refocusing rings since we have two mirrors. A schematic picture for the rings’ configuration

F
f

ig. 8. (Top and middle) Recorded signals at the two mirrors: dashed line representsU while the solid line representsV. (Bottom) time history
or the wave elevationη at the source location (solid line), at the image point M1∗ (dashed line) and M2∗ (dotted line).
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Fig. 9. Node numbers indicated according toFig. 7. (a) Homogeneous medium. (b) Random medium. Snapshot (att = 18.25) before the critical
time tc. (c) Refocusing observed at three bright spots: source point (spot at the middle) and two image points. Snapshot attc = 18.80. (d)
Snapshot att = 18.95> tc.

is given inFig. 7(b). In our particular example both rings will have the same radius since the mirrors are positioned
symmetrically with respect to the source. By no means this is a special configuration. As indicated by a grey disk in
Fig. 7(b), in a two-dimensional problem each refocusing ring will be identified by two points, namely the intersection
of the ring with thexyplane. The rings, corresponding to each mirror, will coincide (and add up) at the source point
but will also defineimage pointscorresponding to the other point of each ring’s cross-section with thexyplane. We
will label these image points as M1∗ and M2∗ in connection with the notation of the corresponding point mirror.
In Fig. 7 they are indicated by two grey squares near the source point. At the bottom graph ofFig. 8 we have the
time history at the source location and also at the image points M1∗ and M2∗. As expected the front is the second
derivative of a Gaussian (namely off (t)). For better visualization of refocusing, along the front’s largest (absolute)
value, from now on we will graph minus the value of the wave elevation. In high contrast the bright spots will
indicate regions where the absolute value of the wave amplitude is more intense.

In Fig. 9(a) we consider time-reversal in a homogeneous medium. The time reversed data has been emitted from
the two point mirrors and the two fronts have reached the source location. Obviously there are no image points,
since we are in a homogeneous medium. The central bright spot is simply due to the superposition of the two fronts.
Note that it is impossible to locate the source. The bright spot propagates (unchanged) along thex-axis.

In Fig. 9(b) we have the wavefront right before refocusing takes place. We can observe a noticeable middle bright
point. InFig. 9(c), at the critical time, we now observe a larger bright spot at the original source (refocusing) point
and also two smaller bright spots, also along the leading front. In particular the numerical refocusing was better
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at (1600, 200) giving a brighter image point. These are the image points mentioned above, and represent the other
points where the refocusing rings intersect thexyplane. To further highlight this phenomenon we now observe the
wavefront at a (slightly) later time inFig. 9(d). We see that the middle spot is slightly weaker while the image points
have disappeared. This clearly indicates refocusing in time and space: beyond the critical time the refocusing ring
does not exist anymore. Hence the presence of the image points indicate the precise time where the central bright
spot is over the source. This illustrates the fact that the source can be located in the presence of randomness, due to
the image points, in contrast to the homogeneous case.
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Appendix A. Statistical properties of the reflection and transmission coefficients

A.1. Moments at different slownesses

The values of the moments of the transmission coefficient at different slowness vectors is required in Section
5.3. Let us considerz0 < z1, z

′
1, a central frequencyω, n+ n′ small relative frequency shiftsh1, . . . , hn, h

′
1, . . . h

′
n′

andn+ n′ different slowness vector moduliκ1 �= · · · �= κn �= κ′
1 �= · · · �= κ′

n′ . The computation of the limits of the
following moments

lim
ε→0
E


 n∏
j=1

T (ω + εhj, κj, z0, z1)
n′∏
j=1

T̄ (ω + εh′
j, κ

′
j, z0, z

′
1)




h

w tion
c

A

orrelation
f hown in
as been carried out in[6]. It is found that the limits are

E


 n∏
j=1

Teff (ω, κj, z0, z1)
n′∏
j=1

T̄eff (ω, κ
′
j, z0, z

′
1)


 ,

Teff (ω, κ, z0, z) = exp

(
i
√
γ(ω, κ)(Bz − Bz0) − γ(ω, κ)(z− z0)

2

)
,

hereB is a Brownian motion andγ is given by(A.2). The same computation carried out with the reflec
oefficient leads to the limit

lim
ε→0
E


 n∏
j=1

R(ω + εhj, κj, z0, z1)
n′∏
j=1

R̄(ω + εh′
j, κ

′
j, z0, z

′
1)


 = 0.

.2. Moments at two nearby slownesses and frequencies

Taking the expectation of the integral representation of the time reversed signal shows that the autoc
unction of the reflection coefficient at two nearby frequencies and slownesses plays a crucial role. As s
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[1,4] we have, forz0 ≤ z,

E

[
Rn

(
ω − εh

2
, κ − ελ

2
, z0, z

)
R̄m

(
ω + εh

2
, κ + ελ

2
, z0, z

)]

ε→0−→
{∫

Wn(τ, ω, κ, z0, z) eiτ[c2
0ωκλ−h(1−c2

0κ
2)] dτ if m = n,

0 otherwise,

where the quantityWn is obtained through the system of transport equations

∂Wn

∂z
+ 2n

∂Wn

∂τ
= γ(ω, κ)n2(Wn+1 +Wn−1 − 2Wn), (A.1)

starting fromWn(τ, ω, κ, z0, z = z0) = 10(n)δ(τ). The coefficientsγ are defined by

γ(ω, κ) = γ0ω
2

2c4
0ζ0(κ)2

, γ0 =
∫ ∞

0
E[ν(0)ν(z)] dz. (A.2)

The case with a large slab (z0 → −∞) leads to explicit formulas. Applying results from[1] we get that the function
Wn converges asz0 → −∞:

Wn(τ, ω, κ, z0, z)
z0→−∞−→ Qn

(
c2

0ζ0(κ)

2
τ

)
c2

0ζ0(κ)

2
, Qn(u) = ∂

∂u

[(
γ(ω, κ)u

1 + γ(ω, κ)u

)n

1[0,∞)(u)

]
. (A.3)

Accordingly, the limit value of the expectation of the autocorrelation function of the reflection coefficient is

E

[
R

(
ω − εh

2
, κ − ελ

2
, z0, z

)
R̄

(
ω + εh

2
, κ + ελ

2
, z0, z

)]

ε→0−→
∫ ∞

Q1

(
c2

0ζ0(κ)
τ

)
c2

0ζ0(κ)
eiτ[ωλc2

0κ−hc2
0ζ0(κ)2] dτ. (A.4)

D t
f

T ulse. We
a s
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e
r

0 2 2

enotingUε
j = R(ωj − εhj/2, µj − ελj/2,0)R̄(ωj + εhj/2, µj + ελj/2,0), it is shown in[4] that for two distinc

requenciesω1 �= ω2 or for distinctµ1 �= µ2 one has

|E[Uε
1U

ε
2] − E[Uε

1]E[Uε
2]| ε→0−→ 0. (A.5)

his decorrelation property is used in this paper to deduce the self-averaging property of the refocused p
lso use the fact that the reflection coefficients at distinct frequencies decorrelate asε → 0 and that their mean
verage to zero to show that theP2 andP4 terms of the velocity field are vanishing asε → 0.

Cross-moments of transmission and reflection coefficients are required in Section5. Extending once again th
esults contained in[1], we get that

E

[
RnT

(
ω − εh

2
, κ − ελ

2
, z0, z

)
RmT

(
ω + εh

2
, κ + ελ

2
, z0, z

)]

ε→0−→
{∫

W̃n(τ, ω, κ, z0, z) eiτ[c2
0ωκλ−h(1−c2

0κ
2)] dτ if m = n,

0 otherwise,
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where the quantitỹWn is obtained through the system of transport equations

∂W̃n

∂z
+ 2n

∂W̃n

∂τ
= γ(ω, κ)((n+ 1)2W̃n+1 + n2W̃n−1 − (n2 + (n+ 1)2)W̃n) (A.6)

starting fromW̃n(τ, ω, κ, z0, z = z0) = 10(n)δ(τ).

A.3. The coherent pulse front in the random case

In this section we compute the expression of the coherent front pulse that can be recorded at the surface. The
source is assumed to be inside the medium, i.e.zs < 0, so the front pulse emitted by the source propagates through
the random medium and its propagation is actually governed by the well-known O’Doherty–Anstey (ODA) theory
[7,14]. In Section3 we computed this front pulse (Eq.(24)) as well as the time-reversal of this front pulse (Eq.(25))
in homogeneous medium. We now revisit these results in presence of randomness. In this case the front pulse is
modified in two ways. First its shape spreads out in a deterministic way due to multiple scattering. This spreading can
be described in terms of the convolution ODA kernelKODA [12]. Second the wave itself is not anymore deterministic
but a random time shift can be observed and described in terms of a Brownian motionBz. More precisely, the pulse
front that can be recorded at the surface is

us(t, x, z = 0) = 1

(2π)3ε2

∫
1

2
√
I0(κ)

e−i(ω/ε)(t−ts−κ.(x−xs)+ζ0(κ)zs)K̂ODA(ω, κ)Sa(ω, κ)ω2 dω dκ,

whereK̂ODA(ω, κ) = exp(i
√
γ(ω, κ)Bzs + γ(ω, κ)zs/2). A stationary phase argument shows that the leading order

contribution is associated with the stationary slowness vectorκs = (x − xs)/
√
z2

s + |x − xs|2. If we denote the lon-
gitudinal velocity in homogeneous medium byuhom

s (see Eq.(24)), then in presence of randomness the longitudinal
velocity field can be written as the unperturbed front convoluted with a deterministic Gaussian kernel and randomly
shifted

us(t, x, z = 0) = [uhom
s (·, �r = (x,0)) ∗Nx]

(
t −

√
γx√
2c0

Bzs

)
,

( )

R

3 (1991)

7–531.
.
7 (1987)

luids 15

l. Math. 58

25 (1997)
Nx(t) = c0√
γx|zs|π exp − c2

0t
2

γx|zs| , γx = γ0

√|x − xs|2 + z2
s

|zs| . (A.7)
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